
附件一：课程信息
	日期
	主题
	内容

	7月12日
9:00-12:00
	人工智能初览
Python技术
	1. 人工智能基本概念
2. 人工智能的核心技术
3. 人工智能的应用领域
4. Python和人工智能的关系
5. Python的开发环境jupyter notebook
6. Python的标识符，关键字，变量
7. Python的输入、输出和格式化
8. Python的数据类型列表元组字典
9. Python的运算符和控制语句
10. Google的python程序规范

	7月12日
14:00-17:00
	Numpy科学计算
	1. Numpy原理
2. Ndarray数组
3. Numpy的数据类型
4. Numpy的索引、切片、数轴转换
5. Numpy的基本操作
6. Numpy的通用函数
7. Numpy的文件读取

	7月13日
9:00-12:00
	Pandas科学计算库
	1. pandas数据分析库
2. 读写数据
3. 查看数据
4. 选择数据 
5. 索引和切片
6. 清洗数据
7. 删除行/列，替换，类型转换，修改列名，修改索引名
8. apply函数
9. 排序
按值/索引
10. 数据整理
11. 分组
12. 透视表
13. 交叉表
14. 统计

	7月13日
14:00-17:00
	Matplotlib可视化库
	1. Matplotlib的原理
2. 创建画布
3. 创建子图
4. 设置刻度
5. 设置范围
6. 设置图例
7. 保存图形和显示图形
8. 全局设置和中文乱码
9. 设置网格
10. 设置文本，箭头和注解
11. 散点图/折线图/柱状图/直方图/饼图/箱线图/小提琴图/定制化风格/3D图/等高线图
12. Pandas的图表
折线图/柱状图/直方图/箱线图/密度图/面积图/散点图/六角形图/饼图
13. Searborn 

	7月14日
9:00-12:00
	机器学习基础
数据预处理和特征工程

	1. 机器学习要解决的问题
2. 有监督无监督问题
3. 准确率和召回率和F1指标
4. 常用的数据可视化
5. 数据预处理
6. 特征提取
7. 数据标准化、归一化

	7月14日
14:00-17:00
	机器学习：线性回归
	1. 一元线性回归
2. 代价函数
3. 梯度下降法
4. 特征缩放，交叉验证法
5. 过拟合,正则化
6. 岭回归、LASSO回归和弹性网
代码1：一元线性回归实现
代码2：多元线性回归实现
代码3：岭回归实现
代码4：LASSO回归实现
代码5：弹性网实现

	7月15日
9:00-12:00
	决策树
机器学习：随机森林
	1. 决策树原理
2. 熵、互信息等概念
3. ID3算法
4. C4.5算法
5. CART算法
6. 预剪枝和后剪枝
7. 随机森林RF介绍与使用
代码1:C4.5算法
代码2：实现葡萄酒数据集的决策树
代码3：泰坦尼克号存活率估计 

	7月15日
14:00-17:00
	Xgboost
	1. 回归树原理
2. 梯度提升树原理
3. Xgboost原理
4. Xgboost的推导过程
5. Xgboost调参
实操1：回归树预测房价
实操2：Xgboost的参数调优

	7月16日
9:00-12:00
	机器学习：支持向量机
	1. SVM简介
2. SVM算法推导
3. SVM核函数
4. SMO求解支持向量机
代码：人脸识别

	7月16日
14:00-17:00
	神经网络
	1. 神经网络概述
2. 神经网络发展史
3. 单层感知器 
4. 单层感知器(代码实践1) 
5. 线性神经网络
6. 线性神经网络(代码实践2) 
7. 线性神经网络(代码实践3) 
8. BP反向传播神经网络介绍
9. BP神经网络(代码实践4：手写数字识别) 
10. BP神经网络(代码实践5：葡萄酒)

	7月17日
9:00-12:00
	深度学习
Tensorflow
	1. 深度学习简介
2. 深度学习成功应用
3. 深度学习与神经网络的对比
4. 深度学习的训练过程
5. 深度学习的应用 
6. Tensorflow框架介绍
7. TensorFlow和其他深度学习框架的对比
8. Tensorflow 特性
9. Tensorflow 下载及安装
10. Tensorflow 架构
11. Tensorflow 基本使用
12. TensorFlow实现多层感知机
13. TensorFlow实现卷积神经网络

	7月17日
14:00-17:00
	深度学习
CNN卷积神经网络
RNN循环神经网络
LSTM
	1. CNN卷积神经网络
2. CNN模型的推导与实现
3. CNN应用：文本分类
4. CNN 常见问题总结
5. RNN循环神经网络
6. RNN模型的推导与实现
7. RNN应用
8. LSTM模型的推导与实现

	7月18日
9:00-12:00
	迁移学习
生成对抗网络
强化学习
	1. 生成对抗网络GAN
2. SRGAN
3. CycleGan
4. 迁移学习
5. 强化学习

	7月18日
14:00-17:00
	深度学习案例分析
	1. 情感分析
2. 目标检测
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	费用支付方式
	1、电汇到指定账号。
2、扫码支付（报名后联系工作人员索要支付码）。
3、付款时请注明“全国高校人工智能骨干师资研修班+单位或姓名”字样，方便查账备案。 

	账户信息
	账户名：中国人工智能学会
开户行：中国工商银行新街口支行 （备注：北京）
账户号：0200002909200166203
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	单卧  
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	请将报名表发送至邮箱： info@feeling-ai.cn 张老师  或  msc-js@caai.cn   杨老师



