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总则
《中国人工智能学会-昇腾CANN学术奖励基金》（以下简称“昇腾CANN基金”）是由中国人工智能学会、鹏城实验室和华为技术有限公司共同发起，致力于面向海内外高校及科研院所的AI学者搭建学术交流的平台，提供经费、算力、技术支持等服务，推动人工智能方法在科学领域的创新应用。本基金由鹏城实验室通过中国算力网的充沛算力资源支持申请者基于国产人工智能生态体系开展科研探索，中国算力网开源开放试验场OpenI启智社区（https://openi.org.cn/）将为本次项目提供功能全面、性能稳定的线上协同开发环境，给科研工作者们提供基于中国算力网资源底座的人工智能开源开放全流程开发体验。本基金提前布局下一代基础模型的研究，并在大模型和科学智能两大新赛道原生生态方向，打造昇腾、昇腾CANN原生技术优势，推动业界在前沿技术探索与实践方面的深度合作，并支持发表基于昇腾和昇腾CANN的国际国内高水平会议和期刊的学术论文、孵化出原创型理论和重大算法创新成果，持续构建原生、开放的科研与人才生态。
申报流程
2025年4月30日项目正式发布申请指南，计划2025年6月30日前完成项目评审，并与中国人工智能学会签署项目合同。
申请条件
申请人员：高校/科研院所在职的全职教师或研究人员；
申请方式
申请者提交《项目申请书》，所有申请者均可同时申报所有课题项目，但最终只能进行一个课题项目的立项，如下附件：
申请书接收邮箱：xsjljj@caai.cn
项目评审
该项目依托中国人工智能学会运作，由技术管理委员会负责监督计划的实施以及项目的评审。委员会评审时主要考虑：
1) 申请项目的作用、意义、创新性、可行性；
2) 申请者（及团队）的学术水平、科研能力，针对部分申请者或者团队，会根据实际情况安排面试；
3) 申请者研究经历和申请项目的相关性。
经过委员会确认授予资助的研究项目需签署合同生效。
申报主题
昇腾CANN（Compute Architecture for Neural Networks）是华为针对AI场景推出的异构计算架构，对上支持多种AI框架，对下服务AI处理器与编程，发挥承上启下的关键作用，是提升昇腾AI处理器计算效率的关键平台。同时针对多样化应用场景，提供高效易用的编程接口，支持用户快速构建基于昇腾平台的AI应用和业务。
Ascend C是CANN针对算子开发场景推出的编程语言，原生支持C和C++标准规范，最大化匹配用户开发习惯；通过多层接口抽象、自动并行计算、孪生调试等关键技术，极大提高算子开发效率，助力AI开发者低成本完成算子开发和模型调优部署。
昇腾社区CANN官方主页：https://www.hiascend.com/software/cann
昇腾社区Ascend C官方主页：https://www.hiascend.com/zh/ascend-c

本期昇腾CANN基金设置3大方向共10个具体子课题。
课题申请说明：
（1） 昇腾CANN根据实际项目需要，面向课题承接方提供必要开放和赋能支持；
（2） 课题目标作为课题成果牵引，申请者可以联系进行必要澄清和沟通。
方向1：基础架构研究
多模态大模型对推理范式（处理器结构）影响的研究
【选题说明】
随着多模态大语言模型在自然语言处理、计算机视觉等领域的广泛应用，多模态大模型在推理阶段对硬件资源和推理速度等方面提出了新的挑战。
 
【技术挑战】
1) Cube和Vector的合理配比；
2) DVPP硬件在多模态场景下是否可以发挥硬件编解码的优势；
3) 带宽、功耗等等的影响
 
【课题目标】
1) 希望基于昇腾推理系列硬件（Atlas 200I/500 A2 推理产品、Atlas 推理系列产品），将3+主流多模态大模型迁移至昇腾进行推理，通过性能优化，给出昇腾场景的最佳推理性能；
2) 研究分析推理任务与昇腾硬件资源之间的关系模型，寻求最优的硬件资源配比要求并给出相关策略，输出相关研究报告；
3) 基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。
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方向2：算子及编程范式
基于Ascend C生成式推荐HSTU亲和算子研究
【选题说明】
针对推荐系统数据分布复杂与不稳定、特征异构、数据规模大的问题，Meta团队在生成式推荐（Generative Recommendations，GRs）方面进行了探索，提出了一种新的适用于推荐场景的网络结构HSTU（Hierarchical Sequential Transduction Units）。
 
【技术挑战】
1) 逐点聚合注意力(Pointwise aggregated attention)：HSTU采用了Swish激活函数替代Softmax归一化操作，这一设计的动机是Softmax不适用于流式、非平稳词表，且与目标相关的先验数据点的数量是指示用户偏好强度的强特征，在Softmax归一化之后很难捕获；
2) 门控权重U（Gating Weights）：HSTU采用Attention后的特征与U做Pointwise点乘实现特征交互，在论文中解释动机来自于MLP在拟合点积上非常困难，从特征转换的角度来看，U的作用也可以看做MMOE的Gate；
3) 相对注意力偏置（Relative Attention Bias）：HSTU加入了相对位置和相对时间的注意力偏置，有助于捕捉到序列中位置和时间的周期规律，比如说时间相差24小时/1周的行为之间可能具有某种联系。
 
【课题目标】
1) 在昇腾Atlas A2 训练/Atlas 800I A2 推理平台完成基于HSTU网络结构的SOTA主流模型分析、迁移与优化，性能达到同等算力的SOTA水平；
2) 完成门控权重U、相对注意力偏置、逐点聚合注意力等等关键HSTU特性的昇腾原生开发，支持FP16/BF16/FP32等数据类型；
3) 基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。

基于Ascend C的RWKV架构亲和算子研究
【选题说明】
RWKV（Receptive Weighted Key Value）架构，它是一种新型的Transformer架构变种，通过精巧的设计，结合了RNN的序列处理能力和Transformer的并行训练优势。与传统的Transformer相比，RWKV架构在处理长序列时不仅能够保持相似的性能，而且在推理效率上有了数量级的提升。本课题针对RWKV的主干进行研究解构，基于Ascend C构筑高性能BackBone。
 
【技术挑战】
1) 基于RWKV创新持续涌现，基于昇腾平台是否能够持续原生支持；
2) RWKV在昇腾系列硬件具有性能竞争力优势，关键创新点如何保持昇腾原生亲和。
 
【课题目标】
1) 在昇腾Atlas A2 训练/Atlas 800I A2 推理平台完成基于RWKV网络结构的SOTA主流模型分析、迁移与优化，性能达到同等算力的SOTA水平；
2) 完成TimeMixing、ChannelMixing等等关键算子的昇腾原生开发，支持FP16/BF16/FP32等数据类型；
3) 基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。

基于Ascend C的python编程范式研究
【选题说明】
本项目研究基于昇腾Ascend C编程范式的Python编程前端，降低开发者的算子开发门槛。
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【技术挑战】
1) 语言API：主要包含内嵌变量、以及与AscendC C++后端高阶API和兼容基础API对应的函数，函数在Python定义时需要指定所支持的数据类型；
2) Runtime：主要包含JIT(Just-in-time）和KernelLaunch的封装调用
3) Translator: 主要负责将Python Kernel函数翻译成AscendC++代码代码，包括将内嵌变量和内嵌函数翻译成对C++函数的调用。在翻译过程需要进行类型等校验，对不支持的类型和函数需要明确报错。
4) Tools: 主要提供编译和调试相关辅助功能函数。

【课题目标】
1) Ascend C 算子编程python适配代码开发，包含语言API、Runtime、Tools、Translator等模块（课题设计实现方案不限于选题说明中的方案）；
2) 基于当前python编程范式完成10+个基础vector算子开发；
3) 基于当前python编程范式完成2+个典型cube算子开发；
4) 【可选】基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。


基于CANN的高性能稀疏矩阵乘法实现研究
【选题说明】
基于格的国产PQC加密/KEM算法Scloud+算法的主要运算为矩阵乘加，并且其私钥属于稀疏矩阵。构造高性能稀疏矩阵乘法有助于提升Scloud+的整体性能。昇腾服务器具备高性能矩阵运算单元，本课题探索基于CANN计算架构的高性能稀疏矩阵乘法实现，可进一步提升Scloud+算法在昇腾上的运行性能。
 
【技术挑战】
1) 基于昇腾Atlas A2 训练/Atlas 800I A2 推理平台的高性能稀疏矩阵计算算法设计及实现
2) 昇腾MMAD运算对于稠密型数据亲和
 
【课题目标】
1) 稀疏矩阵乘法算子应支持多种存储格式（包括但不限于COO,CSR/CSC,BSR,ELL等）；支持批处理；支持整型和浮点型矩阵运算，单精度误差<10^(-5)； 
2) 相同维度、数据类型和存储格式下，性能比直接调用昇腾矩阵乘法算子Matmul提升20%以上（按周期数计算）；
3) 给出适用于Scloud+算法各个参数组的最佳稀疏矩阵乘法实现方案以及性能数据；
4) 基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。

基于CANN的高性能NTT算子实现研究
【选题说明】
格密码算法通常依赖于环上的多项式运算，而这些运算（如乘法和模运算）在直接计算时可能非常耗时。NTT 是一种快速傅里叶变换（FFT）在有限域上的变体计算，利用NTT可以加速格密码算法中的代数运算，如加速基于格的PQC标准加密/KEM算法ML-KEM和ML-DSA的高速实现。另外，NTT也广泛应用于同态加密算法加速。本课题探索基于CANN计算架构的高性能NTT算子实现。
 
【技术挑战】
1) 基于昇腾Atlas A2 训练/Atlas 800I A2 推理平台的高性能快速傅里叶变换（FFT）算法设计及实现
 
【课题目标】
1) 支持标准化PQC算法ML-KEM、ML-DSA的各个参数组的NTT实现，满足计算正确性；
2) 支持同态加密的的高维度大模数NTT（如FHE算法CKKS中，N=2^16,log_P=200的密文乘法计算的场景中的NTT）；
3) 支持对NTT运算的批处理；
4) 相同参数下，NTT计算性能比liboqs的AVX2实现快10倍以上（按周期数计算）；
5) 相同参数下，NTT计算性能比CPU上的AVX2实现快10倍以上（按周期数计算）（参考来源：https://github.com/nict-sfl/FasterNTT）；
6) 基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。

基于CANN的高性能SHA3哈希函数实现研究
【选题说明】
NIST标准化的PQC算法均采用SHA3函数生成随机数，而且类似SLH-DSA的基于哈希函数的签名算法中的主要运算都是SHA3函数。对于SHA3函数的优化实现会大大提升PQC算法的整体性能。另外，当前昇腾服务器缺少哈希函数功能。本课题探索基于CANN计算架构的高性能SHA3哈希函数实现。
 
【技术挑战】
1) 基于昇腾Atlas A2 训练/Atlas 800I A2 推理平台的高性能SHA3哈希算法设计及实现
 
【课题目标】
1) 基于CANN完成Keccak f-[1600]的实现，并通过算子正确性验证；
2) 完成SHAKE128和SHAKE256算法实现，在昇腾上的运行性能优于CPU上的运行性能（参考来源：https://keccak.team/sw_performance.html的Hashing章节部分）；
3) 基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。

基于CANN的高性能对称加密算法AES的实现研究
【选题说明】
部分PQC算法如Scloud+, Frodo等会使用AES算法生成随机密钥，实验发现AES运算开销会占到算法整体性能开销的很大部分。另外，当前昇腾服务器缺少随机数生成能力。高效的AES算法实现会大大提升PQC算法的运行效率。除此之外，也需要探索不同工作模式在昇腾上实现的性能情况。本课题探索基于CANN的高性能AES算法实现。
 
【技术挑战】
1) 基于昇腾Atlas A2 训练/Atlas 800I A2 推理平台的高性能AES算法设计及实现
 
【课题目标】
1) 基于CANN完成AES-128-CTR和AES-128-GCM算法的实现，并通过算子正确性验证；
2) 消息大小为720KB时，AES-128-CTR算法的实现性能达到0.4ms及以内；
3) 消息大小为720KB时，AES-128-GCM算法的实现性能达到40ms及以内；
4) 基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。

方向3：模型、套件及工具链研究
基于昇腾CANN的小模型原生优化研究
[bookmark: _Hlk191937338]【选题说明】
YOLO系列模型以其高效的目标检测能力、广泛的应用领域、对技术发展的推动作用以及易于实现和部署的特点，在计算机视觉领域具有重要地位。本课题探索基于昇腾CANN计算架构，针对传统YOLO检测模型进行原生优化，提供极致的开箱性能。
 
【技术挑战】
1) 基于昇腾CANN计算架构进行YOLO系列架构的重新设计，使用昇腾亲和算法算子；
2) 全新设计的YOLO系列架构模型在昇腾系列硬件上均有较高的开箱性能。
 
【课题目标】
1) 基于昇腾原生发布的YOLO模型，整网性能及精度均达到业界领先（超过当前最新YOLO系列模型）；
2) 基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。

基于PyG三方库的主流图神经网络研究
【选题说明】
图神经网络，特别是几何图神经网络，一直是科学计算（AI for Science）研究的重要工具。这是业务，科学领域中的粒子、分子、蛋白质、晶体等物理系统均可被建模成一种特殊的数据结构—几何图。本课题主要是基于PyTorch的图神经网络库PyG（PyTorch Geometric），在昇腾对主流图神经网络进行适配调优。
 
【技术挑战】
1) PyG中Torch框架API的适配度；
2) PyG中自定义算子需要基于Ascend C进行原生开发，同时进行性能调优。
 
【课题目标】
1) 基于昇腾Atlas A2 训练平台完成深度学习模型SchNet的迁移适配，性能达到同等算力的SOTA水平；
2) 基于昇腾Atlas A2 训练平台完成VisNet、Graphormer、DimeNet、DimeNetPlusPlus中的至少2个模型的迁移适配，性能达到同等算力的SOTA水平；
3) 基于昇腾Atlas A2 训练平台完成任意一个图神经网络模型的迁移适配，该模型使用到至少5个PyG的CUDA自定义算子，性能达到同等算力的SOTA水平；
4) 【可选】基于昇腾CANN首发顶会顶刊论文：相关代码开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。

交付成果及知识产权
每个课题项目的交付成果请见申报主题中的验收标准要求。
昇腾CANN基金项目交付成果包含论文、代码的知识产权权利归属申请方所有，具体细节以中国人工智能学会与申请方签署的项目合同为准。
昇腾CANN基金项目最终解释权归昇腾CANN基金技术管理委员会所有。
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