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总则
《中国人工智能学会-昇思MindSpore学术基金》由中国人工智能学会、鹏城实验室和华为技术有限公司共同发起，旨在为海内外高校和企业科研院所的AI学者搭建学术交流平台，提供经费、算力和技术支持等服务，推动人工智能方法在科学领域的创新应用。本基金由鹏城实验室通过中国算力网的充沛算力资源支持申请者基于国产人工智能生态体系开展科研探索，中国算力网开源开放试验场OpenI启智社区（https://openi.org.cn/）将为本次项目提供功能全面、性能稳定的线上协同开发环境，给科研工作者们提供基于中国算力网资源底座的人工智能开源开放全流程开发体验。本基金将围绕大模型和科学智能原生生态，打造昇腾、昇思MindSpore的原生技术优势，促进业界在前沿技术探索与实践方面的深度合作，并支持合作团队发表基于昇腾和昇思MindSpore的顶级会议或期刊学术论文，孵化原创型理论和创新成果，持续构建原生、开放的科研与人才生态。
昇思MindSpore（https://www.mindspore.cn/）作为开源的AI框架，为产学研和开发人员带来端边云全场景协同、极简开发、极致性能、安全可信的体验，支持超大规模AI预训练。自2020年开源以来，社区用户下载量超1100万，覆盖来自133个国家和地区的2492座城市，基于昇思原创学术论文超1700篇，走入Top100+高校教学，通过HMS在5000+App上商用，拥有数量众多的开发者，在AI计算中心，金融、智能制造、云、无线、数通、能源、消费者1+8+N、智能汽车等端边云车全场景逐步广泛应用。
代码仓：https://gitee.com/mindspore/mindspore
https://git.openi.org.cn/MindSpore
套件仓：https://github.com/mindspore-lab
申报流程
2025年4月30日项目正式发布申请指南，计划2025年6月30日前完成项目评审，并与中国人工智能学会签署项目合同。
申请条件
申请人员：高校/企业科研院所在职的全职教师或研究人员。
申请方式
申请者在截止日期前提交《项目申请书》到邮箱：xsjljj@caai.cn，所有申请者均可同时申报所有课题项目，但最终只能进行一个课题项目的立项，项目申请书必须按照给定的模板《2025年-中国人工智能学会-昇思MindSpore学术基金项目申请书.docx》进行填写。
项目评审
该项目依托中国人工智能学会运作，由基金技术管理委员会负责监督计划的实施以及项目的评审。委员会评审时主要考虑：
1) 申请项目的创新性、可行性、商业价值、研究成果落地企业的经验；
2) 申请者及团队的学术水平、科研能力，针对部分申请者或者团队，会根据实际情况安排面试；
3) 申请者研究经历和申请项目的相关性；
经过委员会确认授予资助的研究项目需签署合同生效。
[bookmark: _Hlk145324143]申报课题
本期昇思MindSpore学术基金共设置13个课题，要求项目产出的代码必须在昇思MindSpore社区和OpenI启智社区开源。其中课题3.6~3.10涉及到昇思框架部分，昇思提供技术支持。各课题具体信息如下：

大模型强化学习方法研究
【选题说明】
DeepSeek-R1 在数学、代码、长程规划等问题取得显著的进步。DeepSeek-R1运用的技术关键在于强化学习的搜索与学习机制，基于LLM已有的推理能力，迭代式的 Bootstrap 模型产生合理推理过程的能力，并将推理过程融入到训练过程内，而后再运用足够强大的计算量实现Post-Training阶段的Scaling。DeepSeek-R1的训推流程引入了CoT、MCTS、RL等关键技术，对当前训推基础设施挑战较大，例如：self-play推理和RL训练流程交织需进行高效状态（权重切分等）切换、Self-play阶段通过CoT和MCTS生成海量经验数据需要实时处理、大规模集群下多模型排布策略与并行策略高效搜索等。
 
【技术挑战】
DeepSeek-R1训推过程涉及但不限于以下挑战：
1) 强化学习任务中，训练推理状态切换需要对数据/权重进行高效切分与传输，通信开销与内存需求大；
2) 强化学习任务中，大规模集群下，不同的模型之间的排布与并行方案搜索空间大；
3) 强化学习任务中涉及训练、推理、调度、agent等不同的框架，不同框架之间的任务调度可探索空间大。
 
【课题目标】
1) 在MindSpore+Ascend环境下针对DeepSeek-R1训推过程的关键环节，如模型排布与自动并行策略搜索、数据/权重重切分与传输等，提供性能加速机制，在模型效果不下降的情况下，相比于现有方案提升强化学习端到端训推效率20%及以上。
2) 基于昇思MindSpore首发顶会顶刊论文：直接使用MindSpore做代码开发并进行开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。

大模型慢思考推理方法研究
[bookmark: _GoBack]【选题说明】
GPT4-o1，DeepSeek-R1等大语言模型的推出，显示出结合强化学习的训练，和推理时思考等方法对文本生成效果的巨大提升。相比于直接输出答案，引导模型推理时进行多步思考，自我纠错和验证等过程，能够显著提升答案的正确性和有效性。但相对应地，在多模态生成领域，如图片/视频生成，上述慢思考推理的方法尚未广泛应用。与此同时，采用扩散模型或自回归模型，虽然已经能够生成效果惊艳的图片，但在文本对应、空间逻辑、可控性等层面，离用户意图尚有较大差距。

【技术挑战】
近期已有一些工作尝试探索慢思考推理方法在视觉生成领域的应用，但尚存在一些问题：
1) 面向用户意图，reward较难清晰简洁的定义。文本领域，数学题的对错有着绝对的标准，但视觉领域，好坏的评价标准较为模糊和多样。而采用reward model，也会受到多模态理解模型上限的制约。
2) 没有高质量的视觉思维链(CoT)数据，且尚未和视觉生成过程相对应。文本领域，数学题的分步骤解答有着清晰的对错判断。但视觉领域的主流方法，如反扩散过程，自回归patch预测过程，未能有清晰的语义对应，因此较难构建reward监督。
3) 视觉推理慢思考，预期计算量巨大，耗时漫长，未能达到可用标准。一些研究表明，推理时多次采样进行慢思考，生成一张图片往往需要十几分钟。

【课题目标】
基于自回归架构，面向图片/视频生成领域，构建一套简洁高效的强化学习后训练，以及相应的慢思考推理方法。从而能够达到以下目标：
1) 建立清晰简洁的视觉reward或reward model，重点提升视觉-文本对齐，物理逻辑匹配、灵活可控性这几个方面的效果。
2) 基于自回归架构，设计一种高效的视觉训推范式，使之能和慢思考的流程相匹配。
3) 基于昇思MindSpore首发顶会顶刊论文：直接使用MindSpore做代码开发并进行开源，原则上要求CAAI/CCF-A类及以上，且非Findings论文、非short paper。

文生视频的长序列一致性提升方法研究
【选题说明】
高质量的长视频生成，一直以来是主流视频生成模型(例如Sora，HunyuanVideo)追求的重要目标之一，是衡量模型能力，应用前景的关键参考。现有的SOTA模型，在此领域取得了一些进展，但离实际应用和用户的期望还有比较大的距离。
【技术挑战】
受模型架构、计算显存等多个因素的限制，现有文生视频模型存在以下一些问题和挑战：
1) 生成视频时长较短，大多在30秒以内，难以兼顾高分辨率和长序列，如CogVideoX-1.5在768p分辨率下仅支持10s 16fps
2) 长时序生成情况下，视频主体和场景的一致性保持挑战较大，长文本和视频对齐的难度更高，部分文本内容容易在生成视频中缺失；视频内容无法呈现文本中事件的先后关系、时间顺序；无法兼顾保持多场景一致性和人物一致性。
3) 多场景生成和场景切换的效果较差，长视频生成往往涉及场景切换，当前开源模型不能满足该需求。

【课题目标】
基于MindSpore和Ascend打造高质量、高一致性的长视频模型，达成以下目标：
1) 保持较高的视频质量和分辨率下，视频生成长度达到30s
2) 在生成的视频场景切换的情况下，提升同一视频多个场景中的主体和背景一致性，多场景中关键人物和环境细节保持一致性。
3) 基于昇思MindSpore首发顶会顶刊论文：直接使用MindSpore做代码开发并进行开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。
DiT视觉生成模型推理加速技术
【选题说明】
近年来，基于文本-视觉的多模态生成模型发展迅速，并展现出巨大的商业潜力。目前，视觉生成模型大多采取扩散模型+DiT（Diffusion Transformer）架构，通常要求多步迭代的过程来生成高质量的输出，导致推理时间较长。此外， 随着生成质量要求的不断提升，DiTs 的输入序列长度日益增长，序列增长导致Attention机制的计算量也随之呈平方级膨胀，对推理延迟 SLA 的影响巨大。为了能够更好地应用于实时或准实时的商业场景中，加速生成模型推理过程显得尤为重要。

【技术挑战】
1) 多模态生成模型的多步迭代和超长序列特性导致了推理时间长。
2) 目前DiT和扩散生成模型的架构尚未完全收敛，例如文生图模型中的MMDiT，文生视频模型中的3D DiT架构都有别于基础DiT，对优化策略的泛用性提出了额外的挑战。

【课题目标】
1) 针对MindSpore+Ascend环境开发适用于多模态DiT生成模型的训后推理加速技术（不重训模型完成推理加速）。在单卡或多卡场景下，以精度几乎无损为前提，降低基线模型的推理时延。建议包含不同条件下的适用性分析（如1024px vs. 2048px分辨率）以及跨模型能力的分析。
2) 基于昇思MindSpore首发顶会顶刊论文：直接使用MindSpore做代码开发并进行开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper。
说明：本课题所使用的基线模型可参考Mindone中开源模型（如下表），也欢迎研究者自行迁移Mindone尚未支持的主流模型后开展研究。
	序号
	模型
	链接

	1
	Flux
	mindone/examples/flux at master · mindspore-lab/mindone · GitHub

	2
	StableDiffusion3
	mindone/mindone/diffusers/pipelines/stable_diffusion_3 at master · mindspore-lab/mindone · GitHub

	3
	OpenSora PKU
	mindone/examples/opensora_pku at master · mindspore-lab/mindone · GitHub

	4
	Movie Gen
	mindone/examples/moviegen at master · mindspore-lab/mindone · GitHub



大模型长序列并行加速研究
【选题说明】
1) 近几年大模型对长序列的需求快速增长，众多大模型应用对于超长序列输入都提出了强烈的需求，例如长文档任务、个性化记忆、AI Agent、多模态理解与生成等等。序列长度的增长可以大幅提升大模型在各个领域的能力，但与此同时，超长序列长度也给大模型训练带来巨大的技术挑战。DeepSeek团队近期发表Native Sparse Attention技术，基于稀疏计算来提升长序列训练效率，但该技术目前为单卡Attention计算、缺乏并行支持，目前序列长度仍然受限。需要研究高效的长序列并行技术，能够在M级tokens的超长序列输入且保障训练精度的条件下有效提升大模型系统的整体训练性能。
2) 超节点下通信和带宽能力极大增强，让异构、重计算等用通信或计算置换内存的新并行维度具备潜在收益，同时超节点拓扑也对数据、张量、流水线等原并行维度关系产生了质变，在大模型长序列训练场景的最优方案来自融合以上各种并行技术，而综合考虑计算、通信、内存、拓扑的可行解空间极大，需要五维自动策略生成方案。并行策略在框架部署后还会经各种pass优化执行改变behavior，数值代价模型或仿真器分析只能捕抓所有框架综合优化后的最终执行时间，执行时间黑盒优化难以被复用或被算法化，需要可独立衡量和优化并行策略的方案。 
 
【技术挑战】
1) 大模型的Attention模块的计算量及内存占用与序列长度的平方成正比，随着序列长度从K级tokens到M级tokens的快速增长，Attention模块的计算开销和内存开销增长迅速，出现内存瓶颈和计算瓶颈，导致极大的训练开销。传统长序列并行技术如RingAttention能够缓解内存瓶颈，但存在计算复杂度高的挑战，而现有稀疏Attention技术虽然能够降低部分计算开销，同时也引入了训练精度下降、分布式并行负载不均衡等难题。需要从计算、内存、精度效果等多个维度同时提升大模型长序列并行的效率。
2) 大模型长序列场景单卡内存受限，可通过计算并行切分（多维并行）、重计算、内存offload等技术手段解决。但如上技术都对性能有影响，实际大模型网络经常需要如上多种策略组合实现，多种策略的配置最优选取复杂且需考虑具体算子特性，手工调优难度大。 
 
【课题目标】
1) 在MindSpore+Ascend环境下，设计能够支持大模型M级tokens长序列训练稀疏attention加速的关键技术，从计算、内存、模型精度效果等多个维度提升大模型长序列并行效率，在精度效果不下降的条件下，使得类DeepSeek的典型大模型M级tokens长序列并行训练效率相比于现有稀疏attention方案加速10%及以上； 
2) 基于昇思MindSpore首发顶会顶刊论文：直接使用MindSpore做代码开发并进行开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper；

多模态大模型数据预处理性能加速技术
【选题说明】
在多模态学习中，数据加载与预处理是影响模型训练效率和效果的关键因素。随着数据规模的不断扩大，传统的数据处理方法往往面临瓶颈。本课题旨在研究多模态场景下的数据加载与预处理性能加速技术，通过优化数据处理流程和采用并行处理技术，提高数据准备阶段的效率。具体而言，课题将聚焦于设计高效的数据管道，以便快速处理图像、文本及音频等多种模态的数据，进而提升多模态模型的训练速度和性能。
 
【技术挑战】
本课题的主要技术挑战包括：首先，不同模态数据的特性差异使得设计统一的加载和预处理流程变得复杂，需要针对各模态特点进行适配和优化。其次，数据加载过程中的IO瓶颈可能导致训练延迟，如何有效利用多线程或分布式系统进行并行处理是一个重要挑战。最后，在保证处理效率的同时，如何保持数据的质量和完整性，也是需要解决的关键问题。
 
【课题目标】
基于现有MindSpore dataset设计并实现一种高效的多模态数据加载与预处理框架，提供开源代码demo，在业界典型视频类多模态数据集上进行验证，提高数据准备效率15%及以上；

热点生态库兼容MindSpore研究
【选题说明】
随着深度学习技术的发展以及大模型的逐步迭代，当前AI领域研究、开发、部署已从直接使用AI框架转向使用业界主流生态库二次开发。当前业界主流AI训练、微调库主要构建在Pytorch生态，且单个库代码量超过10w+，囿于软硬件兼容困难，很难直接移植到MindSpore框架。本课题聚焦业界主流生态库（如：huggingface系列、openmmlab系列、llama factory等），基于MindSpore机制进行兼容方法探索，包括但不限于：存储机制、微分机制、异构机制、静态编译机制等方向兼容研究。

【技术挑战】
MindSpore框架采用动静统一设计，微分机制为函数式微分，采用ast/trace/bytecode多种方式进行图解析/捕获。与Pytorch相比，主要有以下几点兼容技术挑战：
1) 函数式微分机制编程范式和数据流微分机制编程范式差异如何统一/模拟。
2) 如何实现异构算子下发控制机制
3) 如何在兼容方案下，保持MindSpore静态编译优化能力。
4) 如何实现高效Tensor互转，部分场景下快速接入第三方框架算子（如Pytorch/Jax）

【课题目标】
基于MindSpore动态图能力设计Pytorch生态库兼容方案，实现以下课题目标：
1) 模型训练和微调代码修改量小于5%，推理代码0修改，精度持平;
2) 基于兼容方案执行生态库模型训练和推理性能，不低于MindSpore原生实现性能的90%；

课题目标达成效果需选择业界主流开源生态库进行能力验证，要求：
· 选择至少2个Github Star大于2K的Pytorch生态库进行验证；
· 单个生态库验证模型不低于5个，总数量不低于10个；
· 模型类别须覆盖CV、NLP、语音、多模态等领域典型模型；

MindSpore模型精度预测研究
【选题说明】
大模型业务快速迭代发展，训练过程中易产生Loss阶跃、尖刺、跑飞等不稳定问题，除了软硬件、训练脚本等原因外，浮点计算的数值误差，对大模型训练稳定性也起着非常重要的影响，但业界目前缺少浮点运算对大模型训练稳定性的影响分析解释。期望能构建一套基于MindSpore+Ascend分析研究数值计算对训练稳定性影响，用来指导训练过程精度分析。

【技术挑战】
1) 浮点计算误差影响大模型训练难定量：大模型涉及数万计算节点、100+算子和E级的浮点计算，且存在误差不断累积和传播，缺少可度量分析手段；
2) 在并行计算和融合策略下，存在不同算子组合以及不确定性计算的引入影响，同样缺少度量分析手段。

【课题目标】
1) 基于MindSpore+Ascend定量分析浮点计算误差对训练优化过程的稳定性影响，给出可解释理论推导和实验证明；基于deepseek进行理论验证和训练稳定性分析，并给出在常稳训练时波动是否由数值计算误差引起的分析；
2) 分析输出Transformer结构对浮点计算误差敏感的算子，输出误差敏感的数据特点以及对训练不稳定的概率估计；
3) 基于昇思MindSpore首发顶会顶刊论文：直接使用MindSpore做代码开发并进行开源，原则上要求CAAI/CCF-B类及以上，且非Findings论文、非short paper；
MindSpore与第三方原语编译器(Triton)融合加速研究
【选题说明】
随着大模型业务的发展，模型和算法都在快速迭代，相关技术更新以生态的方式在社区中迭代。为了适应技术的快速迭代，拥抱第三方生态，使能用户的自主开发能力，昇思MindSpore需要提供快速自定义算子开发功能和便捷的自定义算子接入方式，并支持第三方自定义算子接入，并以此为基座接入社区相关生态功能。
 
【技术挑战】
1) 提供便捷的高性能图算融合加速编译技术，能做到第三方自定义算子一键接入；
2) 以自定义算子为基础，针对MindSpore做二次开发，基于自定义算子实现第三方生态的快速迁移。
 
【课题目标】
1) 基于MindSpore+Ascend探索高性能图算融合加速编译技术，针对主流大模型中的融合算子（如NSA等）进行优化，提升单算子性能10%及以上；
2) 研究具有高泛化性的高性能自定义算子低成本接入MindSpore框架的方案，在NSA、FlashMLA、MLP、PageAttention、RoPE自定义算子进行验证，单算子接入部分的开发代码量降低50%及以上；

动态图执行机制创新优化
【选题说明】
动态图模式在灵活性方面提供了显著优势，使得开发者能够更自由地构建和调整模型。然而，这种灵活性是以性能损失为代价的，特别是在运行时开销。动态图通过对Python语句的逐行执行，进行计算图的动态构建，框架需要在运行时对host资源进行更多的调度，导致额外的CPU和内存消耗，从而降低整体的API下发性能。

【技术挑战】
当前MindSpore动态图模式下，对API的下发过程切分为四个阶段：Python入参转换，输出shape和dtype推导，显存申请，算子执行。通过多线程流水方式对四个阶段进行调度，到达提升API下发性能的效果。对于进一步提升API下发性能，每一个阶段的性能优化进入瓶颈，需要探索一种新的下发调度机制。

【课题目标】
基于MindSpore动态图现有下发机制（参考“动态图支持算子直调，提升API性能”），探索一种新型的下发调度机制，提升动态图端到端下发性能。和MindSpore基线版本2.6.0对比，在主流大模型（如DeepSeek、Qwen等）训练和微调场景下验证，通过动态图新型的下发调度机制，端到端性能提升10%及以上。
生物分子多模态设计大模型构建
【选题说明】生物领域存在多种不同的生物数据而又相互关联。AI4Science方面，AI技术，特别是多模态大模型，在生物信息学、药物发现和个性化医疗等领域的应用正变得越来越重要，它们正在推动这些领域的研究和实践向前发展。如AlphaFold3，它能够高精度预测蛋白质以及其他生物分子的结构，包括蛋白质、DNA、RNA和小分子等。又比如ESM3，它能够同时学习蛋白质的序列、结构和功能信息，不仅能对缺失信息进行预测，更能根据用户提供的多模态提示语（prompt）进行全新功能蛋白质的设计。但是在支持不同生物分子协同设计方面，还没有可整合多种信息(如序列、结构和性质)的多模态大模型。统一多种信息有深度挖掘生物信息的潜力，有望推动生物制药领域的研究和实践向前发展。

【技术挑战】
多模态数据（如蛋白质、DNA、RNA、小分子的结构、序列和性质数据）的融合和对齐是一大挑战，需要开发有效的算法来整合不同来源和类型的数据。多模态AI需要大量的数据来训练模型，如何获取和处理这些数据是一个挑战。同时，生物分子模型通常需要大量的计算资源，特别是在处理大规模数据集时，如何优化模型以适应有限的计算资源是一个技术挑战。

【课题目标】
1) 基于MindSpore+Ascend环境，针对包含蛋白质数据在内的至少两种生物分子类型的数据（如蛋白质、DNA、RNA、小分子），同时支持序列、结构、性质数据模态，构造AI生物分子多模态设计大模型，解决蛋白质结构预测、多模态数据互推、多种生物分子结合、生物分子设计、性质预测等场景问题。
2) 基于昇思MindSpore首发顶会顶刊论文：直接使用MindSpore做代码开发并进行开源，原则上要求CAAI/CCF-A类或者中科院1区及以上，且非Findings论文、非short paper；挑战发表 Nature/Science子刊及以上级别论文；

多模态下的AI时序大模型
【选题说明】AI4Science领域存在大量时序问题。以工业方面为例，存在着负荷预测，异常预警等场景。此外，可获取的现实数据也多以时序数据为主要载体。然而，现有的大模型难以触及异常预警、操作优化、控制优化等核心场景，且时序信息常以多种模态出现。探索AI时序大模型，将模拟与预测能力融于一体，能支撑多种场景和实际业务，通过融合暂态仿真、长短周期预测，时序建模等技术，可以在场景上统一设计、预测、优化、控制等应用，技术上丰富场景建模过程，有效应对复杂科学场景。

【技术挑战】
首先，语言信息和多模态时序信息表达语义的方式存在差异，需要对多模态融合的方式进行妥善设计；其次，相比稳态建模，AI时序建模存在数据维度高&规模大、尺度变化大、计算需求大等问题，对大规模并行计算提出挑战；同时，大模型还需要面对异常、间断、噪声影响、误差扩散等问题。

【课题目标】
1) 基于MindSpore+Ascend环境，针对语言加时序等至少两个模态，构造多模态下的AI时序大模型，解决时序预测、控制、异常检测等场景问题。
2) 基于昇思MindSpore首发顶会顶刊论文：直接使用MindSpore做代码开发并进行开源，原则上要求CAAI/CCF-A类或者中科院1区及以上，且非Findings论文、非short paper；挑战发表 Nature/Science子刊及以上级别论文；


应用于电力系统机电暂态求解的AI求解器
【选题说明】
微分-代数方程（Differential-Algebraic Equations, DAE）是一类同时包含微分方程和代数方程（无导数项）的耦合系统。常用于化工过程、电路设计、电力计算、动力学系统等场景。微分方程一般描述系统的动态演化过程（如速度、加速度），而代数方程一般用来表示系统必须满足的瞬时约束（如平衡条件、几何约束或守恒定律）。在经典数值解法中，面临初始条件敏感、需要高精度时间离散方法以保持数值稳定性，需要非线性耦合联立求解计算量大等痛点。

【技术挑战】
DAE要求模型隐式捕捉多阶导数关系，而AI模型通常难以直接表达隐式微分-代数耦合的数学结构，需要针对性设计算法。同时，DAE场景通常难以充分获取各种场景下的高质量数据，需要设计高效的AI算法，融合物理机理，以减小对大规模高质量数据的依赖。最后，考虑到DAE的场景常需要在线运行，需要较高的模型部署性能。

【课题目标】
1) 构建AI求解器，能够求解微分-代数方程组(DAE)，并能够处理部分方程形式不确定场景和输入输出阶跃间断场景；
2) 基于昇思MindSpore首发顶会顶刊论文：直接使用MindSpore做代码开发并进行开源，原则上要求CAAI/CCF-A类或者中科院1区及以上，且非Findings论文、非short paper；挑战发表 Nature/Science子刊及以上级别论文；



交付成果及知识产权
1) 本基金项目交付成果包含论文、代码的知识产权权利归属申请方所有，具体细节以中国人工智能学会与申请方签署的项目合同为准。
2) 本基金项目产出的代码必须在昇思MindSpore社区和OpenI启智社区开源。
3) 本基金项目最终解释权归本基金技术管理委员会所有。
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