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申报主题介绍

申报主题一：推动基于相干光量子计算的量子变分自编码器（Q-VAE）的应用
任务描述 
2024 年，诺贝尔物理学奖授予 Geoffrey Hinton 教授，以表彰其提出的玻尔兹曼机（Boltzmann Machine, BM）对当代人工智能的奠基性贡献。BM/RBM 作为深度神经网络的鼻祖，在刻画数据特性、联想记忆查询等方面具有不可替代的理论优势。然而，全连接无向计算图的训练过程，传统CPU和GPU 计算架构无法展开，严重限制了这项技术发展。由此，业界普遍转向计算图更简单的分层前馈网络并衍生出Transformer 架构，形成了今日的大模型范式。
本赛题基于量子计算机技术的发展，以近期的颠覆性突破——量子玻尔兹曼机——为抓手，利用相干光量子计算机上的玻尔兹曼机训练套件，启发玻尔兹曼机的场景应用潜力释放。
 前序可参考结果为融合量子玻尔兹曼机的变分自编码器模型（Q-VAE），该模型融合使用Pytorch玻尔兹曼机训练套件，可在高维空间提供统计物理规律指引，建模更符合物理世界本质的分布函数，建模特征在下游聚类任务上取得聚类效果质的提升（代码实现可参考https://github.com/qboson/kaiwu-pytorch-plugin）。
为加速全球量子计算+AI融合创新，玻色量子决定于 PyTorch 生态开源发布该训练框架，开放完整 Python API。参赛者可通过官方 SDK 直连相干光量子计算集群，在真实数据集上完成算法设计、训练优化及性能评估，共同推动下一代 AI 驱动的科学计算新范式。
预期目标 
基于相干光量子计算机技术，请选择一个具体应用场景（如分子/RNA/DNA等复杂场景数据压缩表征、序列数据/语音/图像/视频生成等），设计一个融合量子玻尔兹曼机模块的解决方案。可借助kaiwu SDK中的采样器SDK下载-相干光量子计算云平台）及优化目标。分析该方案的优势。申报人需要使用开物量子开发者社区（Kaiwu-PyTorch-Plugin）产品，申报书中需说明所选应用场景及其挑战、训练策略结合产业现状、场景痛点、未来应用价值等方面，确保技术方案具有可行性和实际应用价值。
结题标准
1. 场景合理性：所选场景适合玻尔兹曼机的特性（如概率建模、无监督学习），且项目需要具备战略意义；提出超越经典方法的方案、并展现出使用量子玻尔兹曼机的独特新视角，具有高度原创性。
2. 模型创新性：模型设计是否合理且具有创新性；
方法可行性：训练方法描述清晰，符合玻尔兹曼机的学习原理，具备可操作性。实验需在Kaiwu SDK提供的模拟器上完成，并提供完整技术实现细节文档，提供可重复的实验设计，包括数据集选择、参数设置、评估指标（如收敛速度、推理延迟、能耗指标）。
3. 应用价值与学术成果贡献：应用场景在Q-VAE中的训练过程的增益效果以及落地前景，包括与现有人工智能计算生态的兼容性，学术论文需在CAAI A类期刊/会议发表，或达到国际权威期刊或会议发表标准；
4. 表达清晰度：逻辑清晰，语言简洁，技术描述准确。

申报主题二：推动基于相干光量子计算的新型计算系统在基于能量的神经网络模型中的深度融合应用 
任务描述 
基于相干光量子计算机（又名相干伊辛机，Coherent Ising Machine）的新型计算系统，在人工智能底层原理和构件层面进行创新。依托量子计算在高效求解优化问题上的技术优势，将包括但不限于Hopfield网络、玻尔兹曼机、均衡传播等基于能量的神经网络模型与光量子计算结合，探究光量子计算机在神经网络底层的创新应用，发挥基于能量的模型的优势，实现能耗更低、效率更高或效果更优的计算。
基于能量的神经网络基于Ising模型进行建模。Ising模型是一种经典的统计物理模型，用于研究磁性材料的微观结构和宏观性质之间的关系。

其中表示能量，表示自旋，表示相邻自旋之间的耦合强度。训练基于能量的网络可以转化为求解Ising模型能量最低状态的过程，从而借助光量子计算机优化训练。
预期目标 
基于相干光量子计算机技术，对神经网络整体或底层构件通过 Ising 模型进行建模。针对基于能量的模型，改进神经网络的建模和神经网络训练算法，结合强化学习、无监督学习等方法，验证相干光量子计算在神经网络训练与应用中的作用。分析研究成果在计算加速、能耗降低、优化模型效果、质量提升等方面的贡献，并结合产业现状、场景痛点、未来应用价值等方面形成完整的研究报告和学术论文。
结题标准
1. 问题重要性：提交的研究报告需明确CIM在基于能量的模型中的独特定位，提供至少一个基于能量的模型应用场景（如Hopfield网络的联想记忆、玻尔兹曼机的特征提取），分析其对计算效率或性能提升的需求；
2. 创新性：项目需具备基于能量的模型与CIM的融合深度，CIM需占据项目主导核心，且项目有高度原创性。 
3. 技术可行性与实验验证：实验需在真实的CIM硬件上完成，并提供完整技术实现细节文档，通过实验对比CIM与传统计算方法（如GPU/CPU）的性能差异，提供可重复的实验设计，包括数据集选择、参数设置、评估指标（如收敛速度、推理延迟、能耗指标）。
4. 应用价值与学术成果：需结合AI产业现状提出基于能量的模型与CIM的落地路径，学术论文需在CAAI A类期刊/会议发表，或达到国际权威期刊或会议发表标准；

申报主题三：推动基于相干光量子计算的新型计算系统与人工智能技术结合在各领域的应用
任务描述
推动基于相干光量子计算的新型计算范式在各应用领域与人工智能技术进行深度融合应用，实现量子AI+X的创新场景应用开发。本课题依托相干光量子计算在高效求解组合优化问题上的技术优势，在包括但不限于金融、能源与电力、医疗与生命科学等领域的实际业务场景中，探索量子计算结合人工智能技术能够高频或者规模化被应用的潜力，且具有计算加速或提升的场景及算法，推动关键产业智能化转型。
预期目标
基于CIM技术，实现量子计算与人工智能技术深度结合，完成基于Ising数学模型构建、量子人工智能的业务场景算法开发及数据测试，验证相干光量子计算在所选行业的实际场景中可被高频或规模化应用的可行性和有效性，并能够结合该行业现状、场景痛点、产业未来应用价值等方面内容形成完整的报告。
结题标准
1. 问题重要性：需充分说明CIM结合人工智能技术在各领域的适用性和解决关键问题的潜力。
2. 创新性：在现有量子计算与各领域的研究基础上，展现独特的视角或突破（如新的数学建模方式、算法优化策略）；CIM需占据项目主导核心，项目需有高度原创性。
3. 技术可行性与实验验证：实验需在真实的CIM硬件上完成，并提供完整技术实现细节文档，通过实验对比CIM与传统计算方法（如GPU/CPU）的性能差异，提供可重复的实验设计，包括数据集选择、参数设置、评估指标（如收敛速度、推理延迟、能耗指标）。
4. 应用价值与学术贡献：需将CIM与AI技术结合，并与相关领域如金融、能源、生物制药等产业现状提出解决方案，学术论文需在CAAI A类期刊/会议发表，或达到国际权威期刊或会议发表标准；
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