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 元宇宙技术概述 

1992 年，美国科幻作家 Neal Stephenson 在《Snow Crash》中首次提出“元宇宙

（Metaverse）”概念，他描绘了一种佩戴头显、连接终端即可通过虚拟化身进入的沉浸

式数字空间。近年来，随着全球生产与生活方式持续加速数字化，社交、教育、办公等

活动不断向线上延伸，社会对“持续在线、可交互的虚拟空间”的需求迅速增长，元宇

宙的潜在价值也因此愈发凸显。 

从技术视角来看，元宇宙由虚拟现实（VR）、增强现实（AR）、人工智能（AI）

等多项技术共同支撑，是一种具备沉浸性、物理持久性、实时连接感知和多用户共享等

特征的持续性虚拟环境。在这一空间中，用户可通过虚拟化身开展社交、协作、交易与

创造活动，突破物理世界的时空边界，获得高度沉浸、无缝连接和强交互的数字体验。

作为融合虚拟与现实的复杂数字生态系统，元宇宙构建了一个可持续演进的三维空间，

支持用户在其中创造、探索、协作与娱乐，形成多元化的数字生活方式与数字经济形态。

作为互联网形态的深度演进，元宇宙不仅承载社交、教育、商业、文旅、工业等多样化

应用场景，还具备自组织、自管理与生态创新能力，为新型数字经济和数字社会的构建

提供基础支撑。从科学视角来看，元宇宙的形成是多学科交叉融合的产物，涉及信息科

学、数学、生命科学、人机交互、认知科学等多个领域。它在统一的技术体系下整合物

理空间、社会空间、赛博空间与思维空间，通过软硬件设备、网络基础设施与智能体的

协同运行，为人类打造一个持续演进的数字空间与复杂生态系统[1]。 

 

图 1-1 元宇宙的技术演进 
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1.1 元宇宙技术的发展历程 

如图 1-1 所示，“元宇宙”的概念随着技术的演进而不断完善。元宇宙技术的萌芽

始于互联网与 3D 图形技术的初步结合，源起于 VR/AR 局部体验的单点技术突破，其概

念在科幻文学中孕育。这一时期，以《第二人生》为代表的大型多用户虚拟世界，首次

在实践中构建了由用户生成内容并驱动经济的在线社会雏形，证明了持久化虚拟空间的

技术可行性，但受限于当时的网络与算力，体验孤立且粗糙。进入 2010 年代，移动互

联网、云计算和硬件技术迎来关键突破，为元宇宙积蓄了核心力量，形成由区块链、5G、

Web3.0 和可穿戴设备等多项技术交叉融合的数字文明框架雏形。消费级 VR/AR 设备的

复兴提供了沉浸式入口，4G/5G 网络保障了高速低延迟连接，而云计算则解决了海量数

据运算与渲染的瓶颈。同时，人工智能与区块链技术的成熟，为未来世界的智能交互、

内容生成及去中心化经济系统奠定了技术基石。当前，元宇宙发展进入生态整合与爆发

期，科技巨头纷纷布局，技术焦点从构建单一虚拟世界，转向探索由 AIGC 驱动的内容

生产、跨平台的互通性以及更逼真的沉浸体验。元宇宙正从一个分散的技术概念，演变

为由计算、感知、生成、协同和交互等多五大基础领域共同构建的下一代智慧生态体系。 

元宇宙的发展首先依赖于计算技术的跃迁，其演进正从“本地渲染”走向“云、边

缘、AI 融合的空间计算”，从而支撑未来更真实、更智能、更大规模的虚拟世界。第一

阶段是以 GPU 为核心的传统图形计算时代（1990s–2010）。这一阶段中，实时 3D 渲

染技术成熟，统一着色器架构普及，Unity 和 Unreal 等游戏引擎的出现奠定了虚拟世界

构建的基础。但计算能力仍主要依赖本地设备，难以支撑大规模沉浸式体验。第二阶段

进入云计算与分布式计算时代（2010–2020）。云计算平台迅速扩张，推动了云渲染、

云游戏和边缘计算的发展，使得复杂场景可以在远端服务器实时计算，再以低延迟传输

到终端。与此同时，大规模并行计算、物理仿真、分布式数据库等能力提升，使虚拟世

界能够承载更多用户与更丰富的交互内容。第三阶段是 AI 驱动的智能计算时代（2020 

至今）。大模型成为新的算力中心，推动了内容生成、场景理解和虚拟角色行为的智能

化。NVIDIA Omniverse 等平台通过 GPU 加速计算、实时光线追踪、物理仿真和数字孪

生技术，让工业级虚拟世界构建成为可能。同时，XR 设备出现专用芯片（如 XR2、R

1），实现了高带宽传感数据处理与超低延迟渲染。 

感知技术是元宇宙从“虚拟场景”迈向“空间计算时代”的核心基础。早期阶段主

要聚焦在“采集”和“定位”，以单目/双目视觉感知（2000–2015）为主。Kinect 的推
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出将深度感知带入消费级市场，同时 SLAM 技术在机器人和移动设备中广泛应用，为设

备提供基本的空间定位与环境结构信息。多模态融合感知阶段（2016–2022），ARKit、

ARCore 的发布让移动终端具备 IMU 与摄像头融合的即时定位与地图构建（VIO），显

著提升了稳定性。消费级设备开始普及结构光、ToF、毫米波雷达等传感器，能够更准

确地捕获深度、人体动作、手势轨迹和面部表情。眼动追踪和面部捕捉技术进一步推动

了虚拟化身与用户状态之间的实时映射，使感知从几何理解发展到生理与行为理解。当

前进入全场景理解与语义感知时代（2022 至今），以 Vision Pro 为代表的空间计算设备

实现了高精度环境重建、物体识别、手势与视线交互融合处理，使设备能够真正“理解”

用户及其所在空间。多模态感知开始与 AI 模型深度结合，具备场景语义解释、意图推

断和复杂动态环境分析能力。随着传感器融合、空间神经场和大模型的发展，元宇宙中

的感知正从“获取数据”走向“理解世界”，实现更自然、更沉浸的虚实融合体验。 

生成技术是支撑元宇宙内容规模化构建的核心动力，其发展经历了从人工建模到大

模型自动生成的跃迁。早期阶段主要依赖传统 3D 内容制作（2000–2015），虚拟场景、

角色和动画大多通过 Maya、3ds Max 等软件由专业人员手工完成。这一模式尽管质量

高，但成本昂贵、周期长，难以满足大规模虚拟世界的扩展需求。第二阶段出现 AI 辅

助生成（2016–2021）。GAN 技术推动了虚拟人脸、纹理、物体外观等内容的自动生

成，动作捕捉结合物理仿真为角色动画提供高真实度数据。基于程序化生成（Procedura

l Generation）的方法，也在游戏与虚拟场景中得到广泛应用，使内容生成能够部分自动

化。然而，这一时期生成技术仍然碎片化，无法实现完整虚拟世界的自动构建。第三阶

段伴随大模型的出现，生成技术进入 多模态生成与自动构世界时代（2022 至今）。文

生图、文生视频模型（如 Stable Diffusion、Sora）让虚拟素材生成速度成倍提升；文生

3D、NeRF 与 3D Gaussian Splatting 实现了虚拟物体与场景的快速重建与创作；AI 虚拟

人可通过语言驱动表情、动作和语音的实时生成。Unity、Roblox 等平台也加入 AI 工具，

实现从脚本、素材到场景的端到端生成。 

协同技术是元宇宙能够承载多人活动、支持大规模创作与运营的关键能力，其发展

经历了从在线共存到人机共创的系统性跃迁。初期阶段以在线协作与虚拟社区（2005–

2015）为主，如 Second Life、Minecraft、VRChat 等平台，使用户能够在共享虚拟空间

中社交、建造与互动。尽管功能有限，但奠定了“多人同步存在”的基础，标志着元宇

宙协同的萌芽。第二阶段随着云计算、实时通信和创作工具的发展，进入 平台化的实时

协同时代（2018–2022）。Roblox、Fortnite Creative 等 UGC 生态提供脚本化创作、多
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人编辑与虚拟活动承载能力。工业领域则出现 BIM 协同、云设计与数字孪生系统，使工

程师能够在同一虚拟模型上同步查看、修改与仿真。低延迟网络、音视频实时传输与跨

平台协作工具进一步推动了远程协同的普及。第三阶段是 AI 融合的智能协同时代（20

22 至今）。NVIDIA Omniverse 等平台实现了高精度物理仿真、多软件互操作与稳定一

致的实时协作，使虚拟世界能够支持工业级场景的多人设计与调试。同时，大模型与 A

I Agent 开始进入协作流程，能够自动生成素材、优化模型、创建脚本并执行仿真任务，

使人类与 AI 的协作成为新常态。元宇宙协同也扩展至虚拟会议、虚拟演唱会等大规模

场景，支持百万级用户并发参与和互动。 

交互技术是元宇宙体验从“看见虚拟”迈向“沉浸其中”的关键，它决定了人类如

何进入虚拟世界、与数字对象沟通以及如何实现自然的人机融合。早期阶段主要依赖传

统 VR/AR 交互方式（2014–2020）。Oculus Rift、HTC Vive 等设备引入 6DoF 位置追踪

和控制器交互，使用户能够以手柄完成抓取、指向和移动。HoloLens 的空间投影与基础

手势，也为早期混合现实体验奠定方向，但整体仍依赖“设备输入”。第二阶段随着传

感技术与算法的突破，进入空间交互时代（2021–至今）。手部追踪、眼动追踪、面部

捕捉等技术在 Quest 系列、Pico 设备和 MR 眼镜中成熟，用户不再需要控制器，即可用

双手直接操控虚拟对象。苹果 Vision Pro 推动了全新的“眼动 + 手势 + 语音”三位一

体交互范式，使交互更加自然、低学习成本。空间锚点、虚实融合渲染和深度分层让虚

拟内容能够稳定地“生长”在真实空间中，使虚拟对象具备物理存在感。第三阶段正向 

全身交互与情感交互 发展。全身动作捕捉、躯体追踪与触觉反馈技术不断提升，用户的

身体动作、姿态、表情与情绪可以完整映射到虚拟化身中；触觉手套、力反馈设备和可

穿戴外骨骼正在实现真实触感的模拟。同时，大模型驱动的智能体（AI Agent）使数字

角色能够理解意图、生成自然对话，提供高度沉浸的人机交互体验。 

元宇宙是基于多种技术打造的虚实相生的数字世界，图 1-2 从技术的角度对元宇宙

特点进行概括，其包括沉浸式、拓展性、多元化、永续性、去中心化、实时性等特点。

元宇宙中用户不仅仅是观看内容，还可以利用多感官及认知体验，实现全面沉浸式的深

度交互。元宇宙社会中，自然人、虚拟人、机器人三者共融共生，建设的环境可以永续

运营，也可以发展为意识永生的载体和聚集地，跨越时间、空间乃至意识空间，达到多

模互通。同时，元宇宙提供了跨虚实和跨生死的多维拓展，包括生存空间方面、视角维

度方面、思想实践方面的多重延伸。元宇宙中用户可以一个身份或多个身份自由活动，

内容生态是丰富多元的，同时还可以连接第三方的开放接口共享、修改、建设新内容。 
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图 1-2 元宇宙的技术特点 

元宇宙和虚拟现实各自拥有其独特的内涵与应用场景，在定义、界面、持久性、内

容、价值、支持技术、应用领域和未来发展等方面存在差异。 

定义：虚拟现实是一种通过计算机科技生成的仿真三维环境，用户通过穿戴特制的

头戴式显示器、VR 眼镜等设备与虚拟环境进行互动，具有类似真实环境的沉浸式体验。

元宇宙是一个基于区块链、数字身份认证和智能合约等技术的虚拟空间，目的是在数字

世界构建一个具有经济、社交和文化价值的生态系统。元宇宙不仅仅是一个虚拟环境，

更是一个包含了现实世界和虚拟世界相互交织的综合生态系统。 

界面：虚拟现实的界面由穿戴设备（如头戴式显示器和手柄控制器）、摄像头、耳

机等关键设备组成，与用户的感官进行连接，让用户的感官能够沉浸在一个虚拟的或现

实的环境中，虚拟现实通常是独立的虚拟体验，不一定与其他平台或服务互通。元宇宙

的交互方式更加丰富多样，通常使用游戏手柄、键盘、鼠标等传统设备，还支持语音、

触摸和动作识别等方式，让用户可以更加灵活地自由互动，并且强调不同虚拟平台之间

的互通和互操作，形成一个统一的生态系统。 

持久性：虚拟现实通常是短暂的体验，用户退出后虚拟环境可能就不再存在。元宇

宙是一个持续存在的虚拟世界，即使用户退出，元宇宙仍然运行并发展。 

内容：虚拟现实通常由独立团队开发设计，它的环境、角色和游戏物品都是由这些

团队独立开发设计，用户通常是虚拟内容的消费者，而不是创造者。元宇宙的核心概念

是用户可自由交换，这就意味着数据和资源的所有者是社区中的所有人，它的环境也可

以由社区成员自己构建设计，成为一个更加开放和互动的环境。元宇宙鼓励用户生成内

容，用户可以在元宇宙中创造和交易虚拟物品，甚至构建自己的虚拟空间。 
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价值：虚拟现实通常被视为游戏或娱乐的平台，元宇宙更多地重视于价值的保护和

创造。元宇宙是一个真正的数字生态系统，由用户构建，不受中央机构控制，用户在这

个环境中购买、出售、拥有、授权和交换任何在元宇宙中出现的数字资产。这提示着创

造优质的虚拟资产以及给予创造者正确回报的机会。正因如此，元宇宙拥有一个商业生

态系统，社区成员通过参与元宇宙的建设，为其他成员创造价值，通过买卖、投资、竞

争和合作等方式实现利润，并将此用于推动元宇宙社区的发展。 

支持技术：虚拟现实主要借助于计算机图形学、计算机视觉和人机交互等技术实现

沉浸式体验。元宇宙则需借助于区块链技术和智能合约来平衡权益、管理数字资产和验

证数字身份。 

应用领域：虚拟现实目前主要应用于娱乐、游戏和培训等领域。例如，虚拟现实游

戏可以提供给玩家身临其境的游戏体验，虚拟现实培训可以为学生或职业人士提供模拟

的实战训练环境。元宇宙的应用领域则更加广泛，除了虚拟现实的应用外，元宇宙还可

以支持在线社交、虚拟商店、虚拟会议等各种虚拟场景。在元宇宙中，用户可以与朋友

进行聊天、购物、参加活动，还可以参观博物馆展览等场所，甚至可以创造自己的虚拟

世界。 

未来发展：虚拟现实和元宇宙是两个快速发展的领域，它们的应用场景各不相同。

虚拟现实更加偏向于单纯地追求沉浸式的视听感知体验，它在游戏、娱乐、技术培训等

领域有着广泛的应用。元宇宙以建立经济生态系统和数字资产管理为目标，涉及的行业

更加广泛，包括金融、房地产、娱乐、艺术、文化等领域。 

综上，元宇宙与虚拟现实之间存在紧密的关系。虚拟现实技术为元宇宙提供了技术

基础和支持，元宇宙则为虚拟现实技术提供了广阔的应用场景和发展空间。元宇宙是一

个更广泛、更综合的虚拟世界概念，虚拟现实则是一种实现这种世界的技术手段之一。

随着技术的不断进步和应用领域的不断拓展，两者之间的融合将会更加深入，为用户带

来更加沉浸式和多元化的体验。 

元宇宙作为新一代信息技术发展的集大成者，带动了工业、商业、服务、娱乐等面

向消费领域的创新和应用热潮，使得元宇宙技术在不同行业典型场景中深入应用并持续

创新和快速发展。元宇宙技术虽然仍处于早期，但一旦落地也可能对诸多行业带来深远

影响。元宇宙在以下六个领域的应用场景尤其值得期待，文化娱乐、虚拟人、教育培训、

工业制造、医疗健康和远程办公等。 



10 
 

1.2 元宇宙产业发展现状 

1.2.1 海外发展格局 

元宇宙成为全球 ICT 领域热点议题。自 2021 年起，元宇宙概念快速升温，国内外

政府给予高度关注和政策部署，Meta、谷歌、脸书、英伟达等全球市值前十科技企业在

内的国内外 ICT 巨头与初创企业纷纷发声，主要从三个方面展开布局：一是依托消费电

子领域发展大众创新应用，如 Meta、苹果等企业重点布局新型智能终端与下一代音视

频。Meta Connect 2025 以智能眼镜为重点，提出“卓越眼镜为先（Great glasses first）+

技术无感融入（Technology gets out of the way）+严肃对待超级智能（Take superintelligence 

seriously）”的头显终端设计理念，初步形成了“入门级 Ray-Ban Meta+进阶级 Hypernova+

旗舰级 Orion/Artemis”轻量化智能终端生态。2025 年 10 月，苹果发布搭载 M5 芯片的

新版 Apple Vision Pro，空间计算及 AI 处理能力大幅增强，带来更流畅、更真实、更具

空间感的沉浸交互体验，同时 Vision Air 2027 年量产计划曝光，“高性能 pro + 消费级

Air + 智能交互”的元宇宙终端生态布局初步显现。二是依托工业互联网与云服务领域

发展工业、企业元宇宙创新应用，如英伟达、微软等重点布局新型工业仿真、企业办公

云服务及配套 3D 图形算力基础设施。三是依托区块链领域拓展互联网业务新的交易模

式与经济活动，如 OpenSea、MetaMask 等初创企业积极布局元宇宙背后的新型数字资

产与身份标识。 

全球各国企业根据各自的产品与技术特点逐步推动向元宇宙探索发展，进而影响了

各国政府的决策态度和政策导向。企业层面，海外以美国企业最为积极，美国在基础研

发与核心技术优势明显，日本、韩国均基于已有的技术生态进行延展或迭代升级，巨头

企业布局元宇宙及相关领域的动作频频，主要集中于 VR、人工智能、游戏等领域的元

宇宙应用。新加坡、印度、欧洲等地也有众多初创企业得到了资本市场的关注。政府层

面，尚未有国家将元宇宙作为国家层面的战略重点，而多以产业培育的方式引导行业发

展。日本、韩国两国政府通过鼓励政企合作方式（业界团体、组织联盟等）以支持元宇

宙相关产业的发展，欧洲、印度则偏重于出台个人隐私、数据安全等加强监管的要求，

新加坡政府监管态度较为宽松。 

全球元宇宙相关政策布局呈现三种策略。 

一是，以美国为代表，政策焦点并未冠以“元宇宙”概念本身，而是集中在既有相
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关重大领域的未来演进上，即沉浸式技术、基于区块链的分布式技术作为元宇宙概念技

术面、经济面两大主攻方向。在重大技术研判上，2022 年 7 月，美国国会通过《2022 年

芯片与科学法案》，授权拨款约 2000 亿美元用于促进美国未来十年的科研创新，并将

先进的通信和 XR 为代表的沉浸式技术列入十项重大技术领域之一。同期，美国国会研

究服务局（CRS）发布研究报告《元宇宙：概念内涵及国会考虑的问题》[1]，总结支撑

元宇宙发展的三大核心技术一虚拟现实、5G/6G、区块链。在经济体系框架构建上，为

填补加密货币技术的“政策空白”，2022 年拜登总统签署《关于确保负责任地发展数字

资产的行政命令》，这是美国政府首次采取全面措施来应对数字资产及其基础技术风险

的文件，表明美国正式推动构建基于美元的数字资产体系，强化数字资产风险防范，维

持和保护美国在数字资产领域创新的领先地位。此外，该政策传递了美国政府对涵盖

Web3 概念在内的数字资产发展总体上持正面态度，并对美国商品期货交易委员会

（CFTC）、证券交易委员会（SEC）等机构在加密资产监管职权分工上提供指导。 

二是，以韩国为代表，高举元宇宙新产业的发展旗帜，从技术创新、经济发展、社

会民生全局开展元宇宙顶层设计明确提出以“元宇宙”为政策落点的规划举措。2022 年

韩国政府公布《元宇宙新产业领先战略——培育数字新政 2.0 引领新产业发展》以“数

字新大陆，迈向元宇宙的韩国”为愿景口号，提出到 2026 年，元宇宙产业规模全球前

五，专业人才规模不少于四万，50 亿韩元以上元宇宙企业数量不低于 220 家，并围绕生

产生活诸多领域挖掘落地 50 个“元宇宙+”创新应用场景。 

三是，以欧盟为代表，执行严格行业监管保护市场。近年来欧盟不断加强在数字领

域的监管力度，建立《人工智能法案》《数字服务法案》《数字市场法案》等立法保障

体系，通过严格监管手段防范国际巨头市场垄断。欧盟委员会考虑于 2023 年将元宇宙

纳入立法，倡导构建一个安全和公平的元宇宙发展环境。2023 年 6 月，欧洲议会下辖公

民权利和宪法事务政策部发布元宇宙研究报告，指出元宇宙可能对公民生活健康、工作

和安全带来潜在挑战，建议构建更适应元宇宙的监管模式，鼓励创新合作的同时保障公

民、企业的基本权利。 

自 2021 年起，元宇宙概念快速升温，国内外政府给予高度关注和政策部署，Meta、

谷歌、苹果、微软、英伟达等全球科技企业巨头与初创企业纷纷发声，如表 1-1 所示，

主要从几个方面展开布局： 

（a） 基础设施方面：谷歌通过 AR Core 和操作系统、全息视频通话、沉浸式 3D

实景地图，积极布局元宇宙核心底座引擎。英伟达基于元宇宙图形渲染和 AI 学习等海



12 
 

量计算问题，推出了专为 TB 级加速运算而设计的 CPUGrace 以及配套计算解决方案，

同时针对元宇宙的创作需要，专门推出了 3D 设计协作平台 Omniverse。同时，在连接基

础方面，Intel、高通等厂家均推出基于 RISC-V 架构的通讯芯片，旨在解决元宇宙的设

备连接问题。 

（b） 终端方面：通过跨时代的极致硬件体验提供消费级产品服务，发展大众创新

应用。2024 年 Meta 头显（主要为 Quest 系列）全球出货量约 560 万台，VR 头显市场份

额超过 70%。2025 年 9 月，Meta 发布带屏 AI 眼镜新产品 Meta Ray-Ban Display，支持

在眼镜上显示导航、通知等功能，结合全新肌电手环可实现手势交互。2025 年 10 月，

Apple Vision Pro（M5）例行更新，首次支持最高 120Hz 刷新率，同时 CPU 与 GPU 的

性能显著增强，然而近 3 万元的起售价依旧限制该产品的受众面。 

（c） 产品及内容方面：Roblox 通过游戏化创作打造开放消费者元宇宙，《Second 

life》以其逼真的建模与独立的经济体系在一众游戏中脱颖而出，《堡垒之夜》通过与明

星合作举办线上演唱会开辟元宇宙演唱会道路。OpenSea、MetaMask 等初创企业依托区

块链等核心技术构建全新元宇宙金融体系，积极布局元宇宙背后的新型数字资产与身份

标识，持续拓展互联网业务交易模式与经济活动。 

（d） 平台及生态方面：社交巨头 Meta 全面布局元宇宙领域，通过收购 Oculus 并

持续加码 VR 研发，打造 HorizonHome、HorizonWorkrooms、HorizonWorld 等面向居家、

办公和社交的平台生态，并通过底层技术研发开发工具及平台，以 SparkAR、

PresencePlatform、Pytorch 等赋能内容创作，联手创作者共同实现元宇宙的宏大愿景。 

表 1-1 全球主要科技企业在元宇宙布局范围及方式 

排名 公司名称 

2025

年 1-9

月营收

（亿美

元） 

2025 年

9 月市

值（亿

美元） 

布局范围及方式 

1 APPLE 3136 37000+ 
研究 MR 设备；并购 25 家 AI 公

司。 

2 Alphabet （Google） 2888 30000+ 
研究 AR 设备和操作系统、全息

视频通话、沉浸式 3D 实景地图。 
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3 Microsoft 2052 37000+ 
收购游戏开发商暴雪；发展游戏

应用市场；研究 MR 设备。 

4 Samsung 1695 4000+ 
推出数实融合的演唱会和商店；

研究 VR 设备。 

5 Meta 1410 18000+ 
综合布局 VR 和 AR 硬件、底层架

构、人工智能、平台与内容。 

6 Intel 392 1400+ 
研究高性能算力芯片，积极布局

GPU、IPU、RISC-V 芯片产品线。 

7 NVIDIA 1185 40000+ 

从芯片技术优势延展，打造数字

孪生引擎、数字人引擎和相关开

发平台。 

1.2.2 国内发展情况 

随着数据、算力、算法的持续进步，国内元宇宙产业链已经初步形成，并且元宇宙

市场规模在不断扩大，如图 1-3 所示。据中商产业研究院发布的《2024-2029 全球与中

国元宇宙市场现状及未来发展趋势》[3]显示，2024 年中国元宇宙产业规模首次突破千

亿元。展望未来，分析师预测，到 2026 年国内元宇宙市场规模至少将突破 4000 亿元大

关。这一预测表明，未来几年元宇宙市场将继续保持高速增长，成为国内数字经济的重

要增长点。 

中国元宇宙行业市场也处于快速发展阶段，各级政府都对其发展给予了重要关注和

支持，以百度、网易、字节跳动、华为、中国移动为代表的科技领军企业积极参与元宇

宙领域的技术研发和创新应用。 
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图 1-3 中国元宇宙市场规模（2021-2026E）   数据来源：中商产业研究院 

（a） 基础设施方面：华为从数字基础设施发力，研究操作系统、XR 引擎和开发

平台等元宇宙底层技术，提供河图、AREngine、Meta Studio 等元宇宙产品及平台，融合

华为云服务推进行业应用赋能。同时，国内基于 RISC-V 的芯片研究方兴未艾，正在逐

步成为连接基础能力的主流方案。 

（b） 终端方面：字节跳动抓住 VR 终端硬件风口，收购 PICO 拿到元宇宙入场券，

却终因面临硬件成本高、用户体验差、内容匮乏、市场规模小等诸多问题，发展不及预

期进行战略性业务收缩。 

（c） 产品及内容方面：百度作为最早布局元宇宙的先行者之一，通过低门槛能力

融合和场景快速复制推出希壤产品，致力于打造一个元宇宙虚拟创作体验和社交空间，

并进一步升级产业营销规划。网易也推出瑶台，致力于打造线上社交和商务空间，通过

结合数字分身、数字化场景提供了各种互动娱乐、商务活动模式，同时充分利用云网算

力，依托于云游戏技术将渲染放在云端实现高精度场景体验，获得了不错的市场反馈和

份额。 

（d） 平台及生态方面：咪咕围绕元宇宙产业开展体系化的业务技术布局，打造元

宇宙领域综合型企业。技术上以算力网络为数字基座、以游戏化引擎为驱动、通过沉浸

式媒介打造虚实融合的元宇宙平台能力。在业务上创新打造了冬奥会、世界杯和亚运会

等多个大型赛事元宇宙数字化盛典，形成业内标杆示范应用，塑造了良好行业口碑。在

生态上，通过元宇宙产业联盟，聚集产业生态伙伴，共建元宇宙产业链，进而不断扩大

行业生态影响力。 
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1.2.3 国内外发展路径对比 

元宇宙的发展离不开基础通讯、算力网络的支撑，从技术角度来看，5G 网络更多

的是解决了面向用户的“最后一公里”问题，而元宇宙世界的应用则对全程全网的数据

传输能力及算力调度能力提出更高的需求，这不但需要单点技术、单点能力的持续提升，

更需要通信、存储、计算等技术的融合创新。网络快、算力高是元宇宙的基础条件，但

只有二者的有机融合，统筹协作，才能发挥最大效益，否则将面临“木桶原理”的窘境，

造成资源浪费。而二者的融合不仅仅是技术的融合，更需要标准化的打通、产业生态的

重构，是一项需要提前布局，统筹协调，长期规划的大事，而这正是中国运营商的优势。 

目前在全球范围内，元宇宙的发展尚未形成明显的竞争格局，但国内外企业在元宇

宙的发展路径有所不同。 

国外的元宇宙发展较早，受限于基础连接和算力网络发展不足，因此主要通过在

AR/VR 硬件设施及 3D 渲染引擎等方面的技术、系统与装备进行布局，从终端设备布局

“以实向虚”发展元宇宙产业。 

我国元宇宙企业起步稍晚，并受国外尖端终端设备及芯片制约。为在元宇宙领域突

破，我国扬长避短，选择了一条和国外元宇宙发展的不同路径，主要依托通信基础设施

的雄厚实力，充分利用算力网络、基础通讯、大数据基础能力等方面的综合优势，从新

型网络基础设施出发“以算向虚”结合企业自身元宇宙生产能力，打造具有中国特色的

数实融合的新型算网应用。 

1.3 元宇宙未来发展趋势 

元宇宙概念的兴起既反映出当前互联网发展的痛点局限，又承载了人们对未来生活

的目标愿景。放眼未来，全球元宇宙产业将形成以下多维度的发展趋势。 

1.3.1 新信息形态 

元宇宙中数字信息形态将由虚实分离向虚实融合演进。当前大众对美好生活的进阶

需求对数字内容的体验方式提出了新要求，分辨率、帧率等视听质量维度的常规迭代难

以带来用户体验的增量跃升。在元宇宙概念下，现实世界与虚拟世界不再彼此分割，而

是逐渐融合，进入元宇宙这一虚实融合的沉浸空间有两条技术路径。其中，虚拟型元宇
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宙是纯粹建立在虚拟世界里的数字空间，可独立于现实世界自主运行，上课、健身、娱

乐、办公与购物等多元体验发生在虚拟世界，即虚拟世界真实化。增强型元宇宙须依附

于现实世界存在，可基于用户在真实世界中实时位置、周围环境提供个性化的数字信息

助手服务，即物理世界数字化。目前，苹果、脸书、微软、华为等 ICT 巨头对虚拟型、

增强型元宇宙均有布局。 

元宇宙沉浸体验的构建开放有赖于 2D 弱交互生态向 3D 强交互升级。传统互联网

业务在实现用户虚实融合、身临其境的数字体验方面主要存在两大局限，一是 2D 化的

虚拟世界与 3D 化物理世界难以直接融合，3D 技术产业链条的垂直突破与水平贯通将驱

动元宇宙虚实融合数字空间成型，在这一背景下，当前涉足元宇宙的 ICT 巨头纷纷积极

布局 3D 数据格式、传输、存储、渲染、建模、仿真与交互等细分领域。二是虚拟世界

中“浏览旁观”的交互方式难以承载大众在现实世界中的“自主体验”，元宇宙 3D 虚

实融合的数字空间将解锁“加强版”交互体验的新形态，除既有交互精度、频度与广度

外，业界正对交互深度这一新方向大力投入。交互深度将推动人与虚实融合世界的自然

交互，实现所见即所知，以视觉自然交互为基础的人物交互机制 HTI（Human Things 

Interaction）有望成为元宇宙中革命性的人机交互方式。 

1.3.2 新数字器官 

元宇宙新型智能终端将向适人体验方向发展。随着终端技术在感知、计算、传输、

显示等方面的发展迭代，一方面，手机对移动互联网大众日常业务存在一定程度上性能

过剩的迹象。另一方面，以手机为代表的传统智能终端难以承载新型人机交互的需求，

桌面计算针对信息处理，智能手机聚焦沟通互动，元宇宙概念下终端入口或将是“体验

式的”，适人体验成为终端用户的新需求与技术供给的新航道，沉浸体验、自然交互与

使用舒适成为终端适人化的主要特点。沉浸体验契合元宇宙中数字信息虚实融合的体验

形态，助力推动 3D 音视频处理、渲染与空间计算能力发展。自然交互旨在让用户聚焦

交互活动本身，忘记交互界面（承载终端）的存在，人机交互界面愈发“透明”呈现自

然化、情景化与智能化的发展趋势。使用舒适会结合人因工程社交通识等因素，重点关

注聚焦元宇宙终端的佩戴舒适性与大众接受度。 

虚拟现实头显将成为元宇宙重要的终端入口。个人电脑、XR 眼镜、脑机有望成为

元宇宙终端入口的代表形态。手机等传统终端在虚实沉浸、自然交互、使用舒适方面存
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在适人体验的固有限制，脑机接口准确率与效率距商用有较大差距。相比之下，国内外

ICT 巨头聚力抢位的 XR 终端有望成为元宇宙新兴终端入口的发展焦点。以 XR 为代表

的适人化新终端存在多重技术挑战，一是功能性能与舒适性的再平衡，当前终端沉浸体

验与重量体积、眩晕控制等部分舒适性指标间存在潜在冲突。二是日常使用与隐私保护

的再平衡，元宇宙中用户环境隐私、行为隐私在种类、数量上呈现新的发展特点。三是

终端交互效率与用户注意力分散的消长联动，信息交互效率的持续跃升将致使终端用户

信息过载及注意力分散。 

1.3.3 新经济模式 

基于数字内容通证化探索元宇宙场景中的互联互通体系。元宇宙场景下，将依托于

数字内容通证化探索建设互联互通的新型互联网价值体系，用户数字资产或将不再由具

备“超级权限”的业务平台掌控即实现用户及其资产在元宇宙多元应用间的“星际穿梭”。

在用户账户信息跨平台方面，借助新型数字钱包、DID 实现个人信息跨平台验证，“钱

包”中存放的不再是货币，而是由个人而非平台掌握的用于验证元宇宙中数字身份的私

钥，用于存储用户资产在区块链上对应的地址信息，DID 结合区块链技术实现用户身份

自主可控和数据可信交换；在数字资产跨平台方面，即借助 NFT 等新型数字资产实现

数字物品的资产所有权与数字身份绑定，与特定应用平台则可实现解绑、同时，虚拟经

济活动会带来新的监管挑战，如假借元宇宙名义进行恶意炒作、非法集资、金融诈骗等。 

创作者经济有望推动平台经济的价值重构。当前，任何拥有手机的人都已成为潜在

的内容创作者，然而除了一些很有影响力的人外，大多数创作者并未得到相关经济回报。

在元宇宙概念下，各大平台为获得创作者开展军备竞赛，创作者一消费者间的“付费直

通”将为海量“长尾化”普通创作者提供内容变现的新机会，创作者经济有望兴起，将

为众多互联网内容平台的“无薪实习生”提供新的就业生计同时，创作者经济或将削弱

互联网平台的价值中介能力与编辑议价权：由于订阅付费使得创作者与消费者直接绑定，

为创作者提供了一条直接与用户交流的途径，便于自身订阅粉丝跨平台转移，极大提升

内容议价能力。当前互联网平台被元宇宙用户“分权”，掌控力下降，功能定位也在变

化，即除内容推荐者与聚合外，在内容委托与策划方面发挥积极作用。 
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1.3.4 新社会图景 

元宇宙有望创造由数字“比特”与人类“原子”深度融合的新型社会景观。作为一

种社会媒介化技术，当前移动互联网推动了群体互动，日渐嵌入社会生活，人际沟通的

物理距离溶解在双方所构建的虚拟空间中，并开始以一种持续加速的状态跳跃和流动。

作为物理世界社会生活时空深度延伸的新型网络社会，元宇宙将加速人与数字信息的融

合进程，大众通过技术对自身能力的延伸不再局限于物理空间，每一代人都比之前一代

更加数字化。例如，在社会生活上，娱乐、社交、工作、上学、购物等体验也将发生在

新型数字世界。在社会分工上，元宇宙或将总体增加就业岗位与工作类型如聚焦沉浸式

技术工具的元宇宙世界的“建材商”、提供元宇宙人物环境海量场景内容的“开发商”、

在元宇宙中组织经营多元生产生活体验活动的“运营商”。在社会传播上，元宇宙中网

络效应的隐性强制程度与社会节奏或将进一步提升，呈现处处是中心、无处是边缘的发

展态势，大众在信息过载的同时，难以在个体层面“下线”。 

1.3.5 新沉浸业态 

随着社会经济的发展和消费升级，消费者对“情绪价值”的需求日益增长，加速元

宇宙沉浸体验业态创新裂变。幻境国际沉浸产业平台数据显示，当前中国已经出现了 171

种成熟沉浸业态类型，涵盖沉浸文化旅游、沉浸主题娱乐、沉浸实境娱乐、沉浸演艺演

出、沉浸艺术展览、沉浸扩展现实、沉浸商业空间、沉浸美食餐饮、沉浸节庆活动、沉

浸夜游夜娱、沉浸健康疗愈、沉浸教育成长、沉浸互动影游、沉浸酒店民宿、沉浸公共

空间和其他沉浸小众领域等 16 大类。 

 

1.4 元宇宙面临的机遇和挑战 

1.4.1 元宇宙发展机遇 

元宇宙是数字经济发展的下一波浪潮，可赋能实体经济的发展，是实现自身破局和

提升数字经济实力的关键。此外，元宇宙作为前沿科学技术的集大成者，融合了多项高

新技术产业链，有利于推动元宇宙相关的前沿科技繁荣发展。同时，未来随着相关技术
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的不断演进和基础设施进一步完善，元宇宙应用场景将会不断丰富，可以融入到工业、

医疗、商业、金融等各个实体经济领域，为产业带来新的形态、新的商业模式和新的增

长空间，元宇宙通过供给新场景、塑造新赛道、培育新物种、加强新治理赋能传统产业，

成为经济增长的重要引擎。 

首先，居民消费需求升级刺激体验经济崛起。人们迫切需要一种数字经济背景下的

沉浸式新型体验模式以满足多维互动式消费体验的需求。由此可见，居民消费需求和疫

情的刺激触发了人们对元宇宙的期待，加速了元宇宙行业发展。 

其次，数字经济亟须纾解内卷式发展瓶颈。数字经济亟须新的经济增长点作为行业

发展与变革的新动力，为服务业与制造业数字化提供广阔的增量市场与技术协同发展的

应用场景，以有效突破数字经济面临的存量市场“内卷化”困境。 

最后，推进元宇宙发展与创新驱动发展战略高度契合。元宇宙是具备较长产业链条

的高技术性新型经济形态，与各产业间的技术渗透性与互联性不断加强，并以创新型技

术与平台型网络对各产业进行颠覆性改造，实现产品功能与结构升级换代、商业模式创

新与企业组织管理模式扁平化。元宇宙相关数字技术将引发产业市场价值的伸展与整个

产业网络的重塑，并演化发展出更多新的产业形态。元宇宙崛起必将成为引领经济发展

的新引擎与新势能，是实施创新驱动发展战略的重要方向。 

1.4.2 元宇宙发展面临的挑战 

元宇宙整体发展虽有良好的发展基础，但在以下方面仍然存在巨大挑战： 

一、关键底层技术发展不足成为制约元宇宙纵深发展的最大障碍。元宇宙本质上是

数字技术的融合集成与创新应用，但目前元宇宙各技术分支的发展水平仍有待突破，底

层支撑技术间互融与质变有待加深。另一方面，垄断加剧了元宇宙发展的困难。创新型

企业行业进入门槛越来越高，造成新兴技术难以突破发展瓶颈。 

二、传统监管模式与元宇宙运行逻辑存在冲突。元宇宙内逐渐形成开放式、扁平化、

平等性的系统结构，从而逐渐弱化了强制性中心化机构的控制能力，导致传统监管手段

难以介入。元宇宙下监管机构对虚拟经济运行的掌控力度被大幅削弱，传统中心化治理

模式难以融入元宇宙去中心化系统，元宇宙发展面临虚拟经济运行逻辑与现实监管模式

间协调问题。因此，在安全性方面，元宇宙需建立完善的数字备案和追踪体系，构建可

信任的身份验证和设备保护措施，实现公平公正公开的信用评估和资产保护；在治理方
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案上，一方面要设计以元宇宙平台为核心的算法治理以实现平台维护，另一方面要提供

以用户为核心的社会治理以维持虚拟世界稳定发展。 

三、元宇宙产业生态系统不完善制约各市场主体发挥溢出效应。受技术创新瓶颈难

突破、元宇宙市场机制不健全等因素影响，元宇宙产业生态系统在基础设施层与核心层

较为薄弱，大量创新主体通过引进国外先进技术涌入应用服务层，造成系统内要素与主

体单一化、同质化严重，带来不同价值主体间要素连接不畅通、主体间融合创新能力差

等问题，甚至在同一产业内不同企业间产生价格战等恶性竞争行为，导致元宇宙产业生

态系统功能下降甚至衰退。 

四、场景创新能力有待提升。游戏、社交等 C 端只是元宇宙早期阶段呈现的一种形

态，B 端的行业一旦与元宇宙结合，会产生更大的商业价值。当前，元宇宙实时永续、

数字孪生、融合现实等特性在生产制造上的深度应用前景远未被挖掘，需进一步创新场

景应用，发挥元宇宙对实体经济虚实融合、以虚强实的赋能带动作用。 

五、专项扶持政策力度不足。目前，对元宇宙产业的扶持政策较少，仅有对元宇宙

产业的人才引进和服务支持设立相应的扶持政策，而对元宇宙产业的项目引进扶持（重

大项目引进、产业化扶持）、创新扶持（研发成果奖励、技术改造奖励）和金融扶持（贷

款贴息补息、产业专项基金支持）等扶持型政策的建立略显不足。产业发展在初期都是

相当脆弱，一个庞大的产业集群的发展离不开政府的支持和扶持。 

此外，元宇宙的发展可能带来一系列新的问题，如隐私保护、伦理规则、舆论传播、

金融安全等。 
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 元宇宙关键技术 

2.1 元宇宙技术架构 

元宇宙（Metaverse）近年来在技术界与产业界持续受到高度关注，成为数字时代的

重要前沿议题。元宇宙代表着一个由数字世界和物理世界深度融合而成的的虚拟空间[4]。

在这一空间中蕴含着广阔的创新潜力，使用户能够进行创造、社交、学习与娱乐等多样

化活动。元宇宙的构建依赖多项关键技术，包括交互传感、区块链、人工智能、机器视

觉、虚拟现实（VR）和增强现实（AR）等。本章将重点介绍支撑元宇宙发展的核心技

术体系。如图 2-1 所示，元宇宙的五大支撑技术包括：计算、感知、生成、协同和交互

[5]。这些技术共同构成元宇宙生态系统的核心功能，为元宇宙虚拟环境的基础架构提供

支撑，使用户能够获得沉浸式体验并开展高效的协同活动。图 2-2 展示了上述五项支撑

技术之间的关系及其协同作用。 

 

图 2-1 元宇宙的五大支撑技术 

计算技术是实现元宇宙愿景的基础支柱，并为其他技术提供核心支撑。元宇宙作为

一个庞大的、持续运行的虚拟世界，需要处理海量实时渲染、行为反馈和状态更新等数

据，这对计算性能和数据处理能力提出了极高要求。分布式并行计算是支撑元宇宙复杂

计算需求的核心技术之一，可实现计算资源的高效调度与协同，并显著缩短计算时间，

支撑虚拟世界中大量信息的实时处理和复杂场景的模拟。元宇宙高效构建、仿真演化和

自然交互均依赖强大的计算能力。智能化云计算、广域计算、边缘计算和光计算等新型

计算范式，使物理世界与数字世界得以实现低延迟、高可靠的深度融合。在强大算力的
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支撑下，人工智能和大模型技术能够开展智能内容生成、场景自动构建和用户行为预测，

从而显著增强用户的沉浸感与交互体验。随着计算技术持续演进与创新，其对元宇宙发

展的推动作用将进一步增强，并将为元宇宙朝未来互联网的主流形态演进提供关键动力。 

 

图 2-2 元宇宙理论与关键技术 

感知技术在元宇宙构建中发挥着关键作用，可根据应用阶段分为内容生成感知和交

互感知两大类。元宇宙感知技术通过将成像与多模态传感技术相结合，建立了物理世界

与数字世界之间的桥梁，使元宇宙能够准确捕捉、解读并再现现实环境中的多维信息。

元宇宙所依赖的感知体系涵盖光、声、力、电、热、磁及生化等多类型传感器。例如， 

光传感通过高精度摄像头与视觉雷达获取环境的视觉信息，并生成高分辨率三维图像；

声传感捕捉并重建环境音频，增强空间真实感；力学与触觉传感模拟触感反馈，提升交

互自然度；电与磁传感用于捕获电磁变化，为设备监测与控制提供精确信息；热与生化

传感采集温度变化与化学成分，为虚拟场景构建提供更丰富的环境细节。通过多种感知

技术的协同应用，元宇宙可实现物理世界和数字世界的信息无缝连接，为用户提供更高

度保真度、更具沉浸感的虚拟体验。 
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生成技术在元宇宙发展中发挥着核心作用，能够实现虚拟环境的高效构建、个性化

定制与动态更新，从而提供更加丰富、智能和沉浸的虚拟体验。基于多模态数据（图像、

视频、音频、文本等）的生成技术，通过对数据的分析与建模，可实现虚拟内容的自动

生成、场景重构与环境再现，使虚拟世界具备高度的真实性和可扩展性。数字孪生技术

是生成技术的重要应用方向之一。通过对现实世界中的物体、系统与过程进行建模和仿

真，数字孪生能够实时预测其行为与性能，并在人工智能的辅助下实现持续更新与优化，

从而支持虚拟空间的动态调整与智能演化。此外，随着生成式人工智能的发展，虚拟世

界的构建能力进一步延伸至认知层面。通过对人类意识、情感与行为模式的建模，生成

技术能够模拟更高层次的认知过程，使元宇宙中的虚拟角色与交互体验更加生动、智能

与具备情感表达能力。生成技术正在重塑元宇宙的内容生产方式，使虚拟环境具备逼真

性、可塑性与自主演化能力，成为推动元宇宙生态持续扩展与创新的重要动力。 

协同技术是支撑元宇宙中实时多人协作与互动的核心能力，构成元宇宙的关键连接

与协作模式。作为未来互联网的演化方向，元宇宙将承载虚拟商品与服务、虚拟办公与

生活场景，以及相应的社会与经济系统，因此，不同用户、不同场景乃至不同虚拟世界

之间的信息协同与安全保障至关重要。在协同技术体系中，区块链发挥着重要作用。其

去中心化特性为跨平台协作提供透明性与安全性，构建了物理世界与虚拟世界、以及不

同元宇宙环境之间的可信连接基础。借助区块链，可构建可验证、难篡改的数字身份体

系，实现用户身份的可信管理与隐私保护；同时，智能合约能够自动化执行虚拟资产交

易，确保所有权、使用权和流转的准确性与可追溯性。非同质化代币（NFT）为虚拟资

产提供唯一标识，使虚拟经济得以在安全和可控的条件下运行。区块链驱动的协同技术

不仅增强了元宇宙的交互性与可信性，也为其安全性、可持续性和虚拟经济生态的健康

发展奠定了基础。 

交互技术对元宇宙至关重要，直接决定用户与虚拟环境之间的沟通方式和互动质量，

是实现虚实融合的关键接口。多模态人机交互技术通过整合视觉、听觉、触觉等多种感

官，使用户能够以语音、手势、触控等更自然、直观的方式与虚拟环境进行交流和操作，

从而显著提升交互的沉浸感与真实度。因此，如何实现有效的人机交互是元宇宙中重要

的问题[4]。增强现实（AR）和虚拟现实（VR）等沉浸式交互技术，为用户提供跨越物

理世界与数字世界的沉浸式体验。先进的 3D 显示、空间音频、触觉反馈等前沿技术，

进一步增强了 AR/VR 环境中的感知细节，使用户能够以更高的存在感与虚拟世界进行

深度互动。交互技术的持续发展，使用户能够更自然地探索、操作并参与元宇宙中的虚
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拟环境，是推动元宇宙体验丰富化、真实化和智能化的关键驱动力之一。 

2.2 元宇宙计算 

元宇宙高效构建、仿真演化和自然交互均建立在计算能力的基础之上，通过智能化

云计算服务和端侧感知将物理世界与数字世界无缝融合[6]。由于元宇宙需要原生支持大

规模用户接入，其计算架构的基础特征是端云结合的分布式并行计算。云计算通过多计

算节点并行、低延时网络传输处理元宇宙大规模数据和复杂演化计算。当前热点的大模

型技术为元宇宙所提供的自然语言交互和生成式能力也通常通过云计算提供，以满足其

算力需求并降低成本。端侧计算设备的形式多样，包括智能终端、VR（Virtual Reality）

/AR（Augmented Reality）、穿戴式设备、脑机接口（Brain-Computer Interface， BCI）

等用户界面与使用者交互，负责用户行为或者其所处环境的基础感知计算，回传计算结

果到云平台得到元宇宙反馈。因此，元宇宙的计算闭环需在端云甚至边缘协同发生，并

以不同计算侧重点共同构建元宇宙相关应用，其主要计算场景包括三维图形渲染（3D 

Rendering）、人工智能（Artificial Intelligence， AI）、科学计算（Scientific Computing）、

超高清流媒体（Ultra-High-Definition Streaming）等。以下是元宇宙计算的关键性技术[7]。 

2.2.1 分布式并行计算 

分布式并行计算（Distributed Parallel Computing）通过将计算任务分布到多个节点，

实现并行处理和协同工作，以提高计算效率、扩展性和处理能力，广泛应用于需要处理

大量数据和复杂计算的场景。通过分布式并行计算，可以实现计算资源的高效利用，并

显著缩短计算时间[8]，是支撑元宇宙复杂计算需求的核心技术之一。分布式并行计算通

常由计算节点、通讯网络、分布式资源管理系统等几个部分组成。在此之上，又有调度

系统、负载管理系统、集群管理系统、运维监控系统等对基础资源进行统一的管理调度

运维。通过统一管理系统，分布式并行计算可以支撑包括三维图形渲染、人工智能、科

学计算、超高清流媒体等元宇宙核心计算需求。 

元宇宙计算节点通常是由 GPU（Graphics Processing Unit）主导，负责实际的计算

任务。每个节点通常配备高性能的处理器和存储设备。计算节点可以是物理服务器、虚

拟机（Virtual Machine）或容器（Container）。支持虚拟化技术，可以实现资源的灵活

分配和隔离，提高资源利用率。目前 GPU 仍然由 NVIDIA 公司产品主导，其 GPU CU
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DA 开发生态在人工智能模型训练、推理应用广泛。国产人工智能计算硬件生态也正在

快速发展，国内摩尔线程 GPU 卡、华为晟腾 NPU、寒武纪的 Cambricon-1M 芯片、阿

里平头哥和沐曦科技系列训推 GPU 芯片得到了国家的大力支持,已经在市场取得了一席

之地，但在软件开发生态上还需进一步完善。 

计算节点之间通过高速网络互连，如 InfiniBand、高速以太网等，以实现低延迟、

高带宽的数据传输。分布式资源管理系统负责管理和协调计算节点之间的资源分配和任

务调度。它接收来自上层应用的计算任务，将任务分解为多个子任务，并将子任务分配

给合适的计算节点执行。资源管理系统需要考虑负载均衡（Load Balancing）、容错（Fault 

Tolerance）、数据本地性（Data Locality）等因素，以实现高效的任务调度和执行。常见

的资源管理多使用容器，常见的容器管理系统包括 Kubernetes、Docker Swarm 等。在分

布式并行计算的基础上，元宇宙计算还需要一系列的优化技术，以进一步提高性能和可

扩展性。这些优化技术包括： 

（1）异构计算优化（Heterogeneous Computing Optimization）：元宇宙计算通常涉

及不同类型的计算任务，如图形渲染、人工智能、科学计算等。这些任务对计算资源的

需求和特性不尽相同。异构计算优化旨在充分利用不同类型的计算资源，如 CPU、GPU、

FPGA（Field-Programmable Gate Array）等，将任务映射到最适合的计算资源上，以获得

最佳性能。这需要设计智能的任务调度算法和资源管理策略，根据任务特征和资源状态

动态调整任务分配。 

（2）数据本地性优化（Data Locality Optimization）：元宇宙计算涉及大量的数据处

理和传输。为了减少数据移动的开销，需要将计算任务尽可能地调度到离数据最近的计

算节点上执行。这就需要数据本地性优化技术，如数据感知任务调度、数据预取（Data 

Prefetching）和缓存（Caching）、数据压缩（Data Compression）和编码（Encoding）等。

通过将数据和计算任务合理地放置在集群中，可以显著减少数据传输的延迟和带宽消耗，

提高计算效率。 

（3）通信优化（Communication Optimization）：元宇宙计算中的许多任务需要频繁

的节点间通信，如数据同步、模型更新、中间结果交换等。通信优化技术旨在减小通信

延迟和带宽消耗，提高通信效率。这包括网络拓扑优化、通信协议优化、集合通信原语

（Collective Communication Primitives）优化等。例如，使用高速网络互连技术，设计智

能路由算法，采用轻量级通信协议，利用硬件加速器等，都可以显著改善节点间的通信

性能。 
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（4）容错和故障恢复（Fault Tolerance and Recovery）：在大规模分布式计算环境

中，节点故障和网络中断是不可避免的。为了保证计算任务的可靠执行，需要采用容错

和故障恢复技术。这包括检查点机制（Checkpointing）、故障检测与隔离（Fault Detection 

and Isolation）、任务重试与迁移（Task Retry and Migration）等。通过定期保存计算状

态，快速检测和隔离故障节点，自动重试失败任务，将任务迁移到健康节点等手段，可

以最大限度地减少故障对计算任务的影响，提高系统的可用性和鲁棒性。 

（5）自适应调度优化（Adaptive Scheduling Optimization）：元宇宙计算的工作负载

具有动态性和不确定性。用户请求的到达率、任务类型、数据规模等都可能随时间变化。

因此，需要采用自适应调度优化技术，根据系统的实时状态和历史数据，动态调整任务

调度策略、资源分配方案和参数配置等。通过实时监控系统指标，预测未来的负载趋势，

利用机器学习算法不断优化调度决策，可以实现计算资源的自适应分配和动态伸缩，提

高系统的灵活性和自适应能力。 

（6）低延时高速网络：元宇宙需要支持大规模用户的实时交互，这对网络的延迟

和带宽提出了极高的要求。低延时高速网络技术，如 5G、Wi-Fi 6 等，可以提供高达

10Gbps 的峰值速率和毫秒级的端到端延迟，满足元宇宙的实时交互需求。同时，网络切

片（Network Slicing）、边缘计算（Edge Computing）等技术可以进一步优化网络性能，

提供差异化的服务质量保证[9]。 

元宇宙是一个全球规模的虚拟世界，需要跨地域、跨运营商的计算资源协同。最新

提出的广域计算（Wide-Area Computing）技术可以认为是分布式并行计算的进一步拓展，

其通过建立广域资源调度和任务编排机制，实现跨域计算资源的统一管理和调度。这需

要解决资源发现、任务分解与映射、数据传输优化等挑战。区块链（Blockchain）、多方

安全计算（Secure Multi-Party Computation）等技术可以用于构建去中心化的广域计算平

台，保证资源共享的安全性和隐私性。 

2.2.2  元宇宙典型计算场景  

在分布式并行计算的支持下，元宇宙计算架构正面临从“连接在线”向“智能共生”

的代际跨越。当下的元宇宙不再是静态资源的简单堆砌，而是逐渐由世界模型（World 

Models）驱动的、遵循物理规律的动态演化系统。海量 AI 智能体（Agents）的引入，使

得计算负载从传统的图形渲染扩展至高频的逻辑推理与认知规划，这对算力的实时性与
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吞吐量提出了指数级的增长需求。分布式并行计算通过解耦算力供给与应用需求，利用

云边端三级架构的异构优势，实现了从底层物理仿真到上层高斯泼溅（3DGS）渲染的全

链路加速。它不仅要支撑视觉上的极致逼真，更要维持数字世界的逻辑自洽与持续运行，

确保数以亿计的用户与智能体能够在同一时空下进行低延迟、高带宽的深度交互。在此

基础上，元宇宙数字空间中的典型计算场景如下： 

（1）云边端协同的三维图形渲染：在元宇宙场景下，计算任务在云端、边缘侧、终

端设备之间动态分配和协同执行。云端提供强大的计算和存储能力，负责复杂的渲染、

模拟、数据分析等任务;边缘侧提供低时延的本地计算和数据处理，负责实时交互、内容

缓存、数据过滤等任务;终端设备提供个性化的交互和呈现，负责本地渲染、传感器数据

采集、用户行为分析等任务[5，6]。云边端协同计算（Cloud-Edge-End Collaborative 

Computing）需要统一的任务调度和资源管理机制，以及高效的数据同步和一致性维护

技术。为了满足元宇宙中超大场景的实时绘制要求，云边端协同绘制技术将整体场景的

绘制分解为三个部分：云侧的海量存储与复杂光栅化计算、边侧的低时延数据传输与指

令协同、终端侧的轻量绘制与交互式显示。这种绘制框架高效地利用了不同侧的硬件特

点，实现了以往在单一终端无法完成的超大场景绘制任务。以百亿级面片大规模场景为

例：在绘制时，终端由显示或交互操作发出绘制指令；边侧负责将绘制指令传递到云侧

并维持同步状态；云侧下发绘制指令到多张显卡，每张显卡负责部分场景的光栅化计算，

并最终组合为整体场景的光栅化图形缓存数据（G-Buffers）；轻量化的 G-Buffers 数据

经由边侧的图形数据传输协议低时延地传输到终端侧，并更新同步状态；最终由终端侧

负责解码与绘制 G-Buffers 数据并显示绘制结果。云边端协同绘制（Cloud-Edge-End 

Collaborative Rendering）需要统一的任务调动和资源管理机制，以及定制的资源传输协

议与多卡绘制技术。 

近年来，尽管神经辐射场（Neural Radiance Fields， NeRF）技术为三维场景的表示

和渲染奠定了基础，但在 2025 年，3D 高斯泼溅（3D Gaussian Splatting， 3DGS）技术

已全面超越传统方法，成为元宇宙实时渲染的主流范式。不同于 NeRF 的隐式表达，

3DGS 采用显式的点云表示，通过将每个点建模为具有各向异性协方差、位置、不透明

度及球谐函数颜色的高斯椭球，结合高效的可微分光栅化管线，彻底解决了复杂场景下

的实时推理难题。3DGS 技术在云边端架构中展现了极高的适应性：云端负责处理海量

图像数据以训练高精度的高斯模型，并进行动态场景的 4D 高斯融合；边缘侧利用压缩

算法对高斯流进行剪枝和量化，大幅降低传输带宽；而终端设备仅需极低的 GPU 算力
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即可实现 100fps 以上的照片级渲染。相比传统的点云和网格渲染，3DGS 不仅消除了空

洞和锯齿现象，生成更加平滑、连续的表面，还支持实时的场景编辑与物理碰撞模拟。

此外，针对大场景的 LOD（Level of Detail）层级管理技术在 3DGS 中得到了进一步发

展，系统可根据视点距离动态加载不同密度的高斯球集合，在保证视觉保真度的同时最

大化渲染性能。 

（2）元宇宙领域的人工智能应用：元宇宙将包含大量智能化的虚拟助手、非玩家

角色（Non-Player Character， NPC）、推荐系统等。人工智能技术，如机器学习（Machine 

Learning）、知识图谱（Knowledge Graph）、自然语言处理（Natural Language Processing, 

NLP）等，可以赋予虚拟角色智能交互和决策能力，提供个性化的内容推荐和服务[11]。 

随着大模型技术的演进，AI 智能体（AI Agents）的计算需求在 2025 年呈现爆发式

增长，成为元宇宙算力消耗的核心来源。与传统的问答式 LLM 不同，Agent 具备感知、

记忆、规划和工具使用的自主能力。在计算层面，这意味着单一任务的推理不再是线性

的，而是包含了思维链（Chain of Thought）推理、多轮次自我反思以及复杂的任务拆

解，导致单位交互的 Token 消耗量呈指数级上升。同时，为了维持 Agent 的长期记忆和

个性化特征，系统需要频繁地对海量向量数据库（Vector Database）进行检索和更新，

这对内存带宽和存储 I/O 提出了极高要求。此外，云端大模型与端侧小模型（SLM）的

协同推理成为标配，端侧设备负责处理实时的意图识别和隐私敏感的轻量级任务，而复

杂的逻辑规划则卸载至云端，这种混合计算架构要求极低延迟的通信链路。 

与此同时，世界模型（World Models）技术的快速发展为元宇宙的构建带来了革命

性变化。超越了传统的像素级生成，世界模型通过学习海量视频数据，掌握了物理世界

的时空演化规律（如重力、碰撞、流体运动等）。结合 Sora 等视频生成技术，世界模型

不仅能生成逼真的静态画面，还能预测环境对用户操作的动态反馈。这意味着元宇宙的

物理引擎将逐渐从“基于规则的手工编码”转向“基于神经网络的物理仿真”，极大地

降低了构建高保真虚拟世界的门槛，但也带来了巨大的模型训练和实时推理算力挑战。 

多模态人工智能（Multimodal AI）是元宇宙中的另一个重要方向。多模态 AI 旨在

处理和理解来自不同模态（如文本、图像、音频、视频等）的信息，并实现跨模态的信

息融合和生成。视觉-语言预训练模型，如 CLIP（Contrastive Language-Image Pre-training）、

DALL-E（A 12-Billion Parameter Model of Natural Language）等，可以根据文本描述生成

或检索相关的图像，实现跨模态的理解和创作。多模态学习也已经扩展到视频和音频领

域，支持更加丰富和逼真的虚拟场景生成。多模态交互技术，如视线追踪（Eye Tracking）、
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手势识别（Gesture Recognition）、语音控制（Voice Control）等，可以为用户提供更加

自然和沉浸式的交互体验[10]。 

AIGC（AI-Generated Content） 是元宇宙内容创作的新范式。扩散模型（Diffusion 

Models）作为一类生成式模型，通过迭代式的去噪过程，学习数据的分布，并生成高质

量、多样化的内容。Stable Diffusion、Midjourney 等工具让用户能够根据文本提示自动

生成图像，而 Runway、Stable Video Diffusion 等模型则支持生成连贯的高清视频。  

为了支持元宇宙中海量数据和模型的训练和推理，还需要研究分布式机器学习算法

（Distributed Machine Learning Algorithms）和联邦学习（Federated Learning）架构。隐

私保护（Privacy Protection）、安全机制（Security Mechanism）也是不可或缺的，以确

保用户数据的隐私和生成内容的合规性。 人工智能技术，特别是 Agent 与世界模型的

融合，在元宇宙中扮演着至关重要的角色，它不仅赋予虚拟世界以智能和自主性，还为

用户提供个性化、沉浸式的交互体验，并催生了新的内容创作范式。 

（3）科学计算 ：元宇宙的建模和模拟离不开大规模科学计算。传统的科学计算主

要依赖物理规律和数学方程，通过数值模拟（Numerical Simulation）和仿真（Simulation）

的方法，研究复杂系统的行为和演化。物理引擎（Physics Engine）、流体动力学

（Computational Fluid Dynamics）、分子动力学（Molecular Dynamics）等模拟技术，可

以生成逼真的物理环境和现象。高性能计算（High-Performance Computing， HPC）技

术，如并行算法优化（Parallel Algorithm Optimization）、向量化（Vectorization）、高速

互联（High-Speed Interconnect）等，可以加速科学计算的执行。  

然而，随着问题复杂度的增加和对精度的更高要求，传统的科学计算方法面临着计

算成本高、建模困难等挑战。近年来，人工智能技术为科学计算领域带来了新的突破（AI 

for Science）。通过将机器学习与物理模拟相结合，可以显著提高科学计算的效率和精

度。 一方面，机器学习可以用于加速传统的科学计算。例如，在流体动力学模拟中，可

以使用机器学习模型预测湍流（Turbulence）、边界层（Boundary Layer）等复杂流动现

象，从而减少对昂贵的直接数值模拟（Direct Numerical Simulation， DNS）的依赖。在

分子动力学模拟中，机器学习力场（Machine Learning Force Fields）可以根据分子结构

快速预测原子间的相互作用力，避免了繁琐的量子化学计算。图网络（Graph Networks）

则可以学习粒子系统的相互作用关系，预测复杂材料和结构的力学性能。  

此外，生成式模型如生成对抗网络（GAN）、变分自编码器（VAE）等，可以学习

物理系统的概率分布，生成合理的状态样本，用于加速蒙特卡洛采样（Monte Carlo 
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Sampling）和不确定性量化分析（Uncertainty Quantification）。强化学习（Reinforcement 

Learning）在优化控制、实验设计等领域也得到了广泛应用。将人工智能与科学计算相

融合，不仅可以突破传统方法的瓶颈，还能发掘新的建模范式和计算模式。在元宇宙中，

AI 驱动的科学计算将支持更加高效、精准、智能的物理模拟和仿真，为构建逼真的虚拟

世界提供强大的技术支撑。 

（4）超高清流媒体：元宇宙中将产生和消费海量的视频、音频等流媒体数据。超高

清视频编解码（ Ultra-High-Definition Video Coding ）、传输优化（ Transmission 

Optimization）、内容缓存（Content Caching）等技术，可以提供身临其境的视听体验。

同时，需要研究面向元宇宙的新型流媒体架构，如支持自由视点的沉浸式视频（Free-

Viewpoint Immersive Video）、面向 6DoF（6 Degrees of Freedom）的空间音频（Spatial 

Audio）、体积视频（Volumetric Video）等。基于 AI 的流媒体内容理解、推荐、审核等

技术，可以为用户提供个性化、安全、有序的内容服务。 

未来，随着技术的进一步发展和融合，元宇宙计算平台将不断演进和完善，有望为

元宇宙注入更强大的算力； 元宇宙计算平台的建设将是一个长期、复杂的系统工程，需

要产学研各界的共同努力和协作。 

（5）端侧用户交互计算：元宇宙的交互形态正经历从重型头显向轻量化 AI 眼镜

（AI Glasses）的深刻变革。这种变革要求端侧设备在极低的功耗和重量限制下，实现高

密度的智能计算。AI 眼镜作为全天候佩戴（All-day Wearable）的计算终端，集成了微型

化的波导显示模组、麦克风阵列以及多光谱摄像头。这就对端侧计算提出了极高的能效

比要求：设备必须搭载专用的神经处理单元（NPU），以毫瓦级的功耗运行量化后的多

模态大模型。这些端侧模型不仅需要实时处理语音指令，更要具备看和问（Look and Ask）

的能力，即实时识别用户眼前的物体、文字及环境上下文，并进行语义分割和意图理解。 

与传统的 VR 渲染不同，AI 眼镜的计算重点从全沉浸式的三维重建转向了增强现实

（AR）信息的精准叠加与情境感知。例如，通过 SLAM（Simultaneous Localization and 

Mapping）技术实现厘米级的空间定位，结合端侧视觉模型，将虚拟导航箭头精确锚定

在现实道路上，或在用户注视名画时自动弹出详细解说。为了保护用户隐私并降低延迟，

大部分感知计算需要在本地完成，仅将复杂的逻辑推理请求发送至云端，形成端云协同

的混合 AI 架构。此外，AI 眼镜还将成为 Agent 的第一人称交互接口，用户无需动手，

仅凭自然语言即可调度各类服务。这种无感、泛在的交互方式，将混合现实技术无缝融

入日常生活，对端侧芯片的异构计算能力、传感器融合算法以及热管理设计提出了前所
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未有的挑战 

2.3 元宇宙感知  

元宇宙感知按照应用的不同阶段分为内容生成感知和交互感知两大类，其中内容生

成感知是指在沉浸式元宇宙内容生产过程中所使用的信息采集技术；交互感知是指在体

验元宇宙内容过程中通过模拟人类的感知能力，使用户能够在虚拟世界中感受到真实的

环境。当前业内研究的焦点主要集中在光场感知、音频感知、触觉感知等相关技术领域。 

2.3.1 微透镜阵列光场感知 

基于透镜阵列的光场采集[12]主要依靠在成像传感器与主镜头之间加入一片微透镜

阵列，物体表面光线首先经过主镜头，然后经过微透镜，最后到达成像传感器（e.g. 

CCD/CMOS）。如图 2-3 所示，物体表面 A 点在 FOP 角度范围内发出的光线进入相机

主镜头并聚焦于微透镜，微透镜将光线分成 4x4 束，并被成像传感器上对应的 16 个像

素记录。类似的，空间中其它发光点，例如 B 点和 C 点，在其 FOP 角度范围内的光线

都被分成 4x4 束并被分别记录。 

 

图 2-3 基于微透镜阵列的光场采集原理示意图[12] 

微透镜阵列的主要作用是将物体表面同一点在一定角度范围内的各个方向发出光

线进行离散化解耦，图 2-3 中的微透镜将光线离散化为 4x4 束，离散化程度由微透镜光

学参数、主透镜光学参数及微透镜与成像传感器之间的距离等多方面因素决定。 

光场相机[13]是基于微透镜阵列光场采集的原理，通过在主透镜与传感器元件间放

置一块紧密排布的微透镜阵列，仅需单次曝光即可获得光线的空间、角度四维信息，经

过后期算法处理可以得到场景处于不同视角和不同景深的图像以及深度信息，具有结构
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紧凑，体积小，采集效率高等优点。光场相机在工业检测领域具备广泛的应用场景和潜

力。其能够提供更加准确和全面的图像数据，有助于实现精确的工业检测和质量控制。 

散焦型光场相机，微透镜阵列放置在主透镜像侧焦平面位置，因此微透镜阵列对主

透镜所成的像直接成像。对于散焦型光场相机系统，微透镜阵列与传感器元件的间距为

一个微透镜焦距，为微米尺度，封装要求极高，需要采用高精度芯片级封装工艺，从而

得到精度更高的深度计算结果。 

聚焦型光场相机，微透镜阵列并不是放置在主透镜像侧焦平面位置，因此微透镜阵

列实际上是对主透镜所成的像进行二次成像。根据聚焦型光场相机的成像原理，微透镜

阵列的位置可以进行调整，微透镜阵列与传感器元件的间距为毫米尺度，封装要求较低，

微透镜阵列易于封装。 

由于微透镜阵列光场感知技术受限于微透镜阵列基线的大小，光场相机通常只能对

数米内的近景进行深度估计，在工业以外的应用场景有一定局限性。 

2.3.2 计算光场成像 

计算光场成像技术围绕光场及全光函数表示，旨在结合计算、数字传感器、光学系

统和智能光照等技术，以及硬件设计、软件计算能力，突破经典成像模型和数字相机的

局限性，建立光在空域、视角、光谱和时域等多个维度的关系，实现耦合感知、解耦重

建与智能处理，具备面向大范围动态场景的多维多尺度成像能力。光场成像技术正逐渐

被应用于生命科学、工业探测、无人系统和虚拟现实/增强现实等领域，具有重要的学术

研究价值和广阔的产业应用前景。然而，伴随着高维数据的离散化采样，光场成像面临

空间分辨率与视角分辨率的维度权衡挑战，如何对稀疏化的采样数据进行光场重建成为

计算光场成像及其应用的基础难题。与此同时，受制于光场信号的高维数据感知量，光

场处理面临有效数据感知与计算高效性的矛盾。如何用光场这一高维信息采集手段，取

代传统二维成像视觉感知方法，并结合智能信息处理技术实现智能化高效感知，是实现

光场成像技术产业化应用的巨大挑战。 

杜克大学的 Brady 教授课题组[14]于 2012 年在《Nature》上发表了关于通过前端球

透镜进行一次成像后，后端通过分视场相机阵列（约 98 个）进行采集的 AWARE-2 相机

阵列的研究论文，如图 2-4 所示。AWARE-2 相机阵列采用的是多重光学镜头的设计，受

益于球透镜的成像单一光心特性，该设计避免了分视场相机之间的视差，大大降低了图
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像拼接的难度，可达到每秒几帧的 10 亿像素采集速度。尽管通过像感器阵列的拼接可

初步验证动态 10 亿像素成像的可行性，但类似 AWARE-2 这种结构化的相机阵列受到

均匀化采样、信号密度同分布，相邻像感器间遵从视场相互重叠的严格限制，相机阵列

的装调和标定极其严格、复杂，其中大规模分视场像感器的引入对实际安装、标定和拼

接均带来了极大的技术挑战，实现成本高、难度大且灵活性低。传统的结构化像感器阵

列，其成像感知遵从均匀化采样机制，每个像感器节点通过部分重叠区域连接到其相邻

的像感器节点，所感知的数据遵循“图”连接结构。在均匀化采样的假设下，将拼接得到

的全景图像/视频投影为矩阵形式并进行数据的表征与存储。此外，各个像感器均遵从双

向图连接，单像感器的调整势必会影响其他所有像感器。图形结构的另一个问题是，由

于其位姿估计严重依赖重叠区域的全局优化，随着像感器数量增加，复杂度急剧增加，

鲁棒性显著降低，可扩展性严重受限。 

 

图 2-4 AWARE-2 相机阵列及成像结果[14] 

Yuan 等[15]提出了非结构化光场感知算法，构建了“多层异构-同层自适应”的树形感

知模型。其中，“多层异构”一改传统结构化阵列像感器固有的图连接感知模型，解除了

光学成像装置物理体积随数据通量线性增长（Scaling Law）的制约，突破了现有多维多

尺度感知对庞大复杂硬件系统的依赖。与此同时，“同层非结构”突破了现有像感器均匀

化采样、信号同分布的假设，相邻像感器间无需受视场相互重叠的严格限制，各像感器

面向场景内容独立感知、并行计算，突破了传统均匀化感知所面临的时空带宽积的瓶颈，

实现了像感器阵列硬件复杂度、数据感知量（信息容量）、维度扩展性的联合优化。该

树形结构涉及分层架构，赋予层间异构互联、层内非结构化的特性。其中，分层架构的

父层像感器与子层像感器之间自然重叠，同层内的各像感器之间则完全非结构化，无需

遵守任何重叠限制，从本质上赋予像感器阵列极高的灵活性和可扩展性。在此基础上，

各个局部像感器的调整（移除/添加）不会影响其他像感器，亦不会对多像感器位姿的优
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化带来复杂度剧增和鲁棒性降低的问题。 

如图 2-5 所示的非结构化异构像感器阵列本质上是将多个极低成本的相机，以多尺

度方式灵活地组合，基于先进的计算成像思想，将硬件的成本以算法替代，实现实用且

性价比高的 10 亿像素视频相机。基于该原理的相机系统通过分视场采集突破了空间带

宽积的限制，同时通过引入全局尺度相机克服了分视场相机的像差与畸变，并通过跨尺

度视频融合算法规避了复杂的相机系统的装配和标定，同时回避了紧密光学部件的设计

和制造需求，极大地降低了系统的成本。但是，目前成像性能远未发挥多尺度成像带来

的益处，多尺度成像原理和跨尺度映射与融合机制仍未被揭示，系统设计（包括全局低

分辨相机和局部高分辨相机各自的设计）的灵活性仍未被充分挖掘，全局低分辨相机与

局部高分辨相机的互补性未被充分优化利用，新型、高效、高性能的非结构化像感器阵

列的研究具有广阔的空间。 

 

图 2-5 非结构化异构像感器阵列[15] 

面向大场景多对象的十亿像素级光场智能感知，是智慧城市、无人系统、VR/AR 等

应用的核心共性技术。光场感知通量的爆炸式增长，对智能计算的算力与功耗提出了全

新的挑战，亟需探索光场智能感知计算的新架构、新理论与新技术。近年来，以衍射神

经网络为代表的光学计算架构，虽具有突出的速度与能效优势，但普遍结构简单、规模

受限且不易扩展，难以支撑复杂场景中多维光场的智能感知计算。 

光场智能感知计算旨在实现大场景多对象“看得全”、“建得清”、“算得快”，是元宇

宙智慧文旅、智慧城市建设等应用的核心共性技术。随着摩尔定律放缓，传统硅基电子

计算芯片的算力和功耗严重受限，难以满足亿像素级高通量光场智能感知计算的急切需

求。探索新的感知技术与计算范式是未来光场视觉计算发展的必然趋势。近年来，以光

计算为基础、通过光电融合的方式构建光电神经网络成为国际前沿的热点研究。发挥光

电计算高算力、低功耗的特有优势，有望突破传统电子计算长延时、高功耗等瓶颈，实

现感算能效的颠覆性提升，引领新一代光场成像理论与技术的变革。 

近年来以衍射神经网络为代表的各式光电神经网络不断涌现，然而现有光网络中的
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基本光学计算单元受制于固化结构与低扩展性，大多仅能实现简单的单通道前馈网络，

难以支撑实际应用中的复杂光场智能感知计算。具体来说，现有光电神经网络无法像电

子神经网络一样轻易地部署几十到上百个“通道”以提取有效的特征，也缺少有效的光计

算单元来融合多通道的信息，极大地限制了光网络的学习能力和推理性能。 

清华大学电子工程系方璐课题组[16]提出了多通道光电智能计算新架构 Monet，如

图 2-6 所示。其中，编码投影干涉计算单元 IU，通过相位和偏振的编码调制以及通道间

的光学干涉，实现了特征匹配、加权求和等多通道光学基本计算。提出了干涉计算单元

IU 和衍射计算单元 DU 交替级联的光电网络模型，实现了光场信息的多通道高效处理，

突破了现有光电神经网络结构简单、通道受限等瓶颈，为构建大规模光电神经网络实现

复杂光场智能感算提供支撑。 

 

图 2-6 多通道光电智能计算新架构 Monet[16] 

2.3.3 全景成像 

随着高速通信和人工智能技术的快速发展，人类对现实世界场景的感知不再局限于

使用小视场（FoV）和低维场景检测设备。全景成像作为下一代创新的环境感知和测量

智能仪器应运而生。然而，在满足大视场摄影成像需求的同时，全景成像仪器有望实现

高分辨率、无盲区、小型化、多维智能感知，并可与人工智能方法相结合，走向下一代

智能仪器，使对 360°真实世界周围环境的更深入理解和更全面的感知。幸运的是，自

由曲面的最新进展，薄板光学和超表面提供了解决人类对环境感知的创新方法，提供了

超越传统光学成像的有前途的想法。全景成像技术旨在捕捉 360°全方位的场景，以实

现对整个空间环境的全面感知。这一技术通过将多张图片或视频片段拼接成一个完整的

360°视图来实现。全景成像技术广泛应用于虚拟现实（VR）、增强现实（AR）、360°

视频制作、全景地图制作等领域。这些应用不仅提供了沉浸式的视觉体验，还为环境感

知和测量提供了强大的工具。 

全景成像发展到现在，己成为了一项相对成熟的技术，就目前而言，全景成像方法
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[17]主要有三种：拼接式全景成像、鱼眼全景成像以及折反射全景成像。 

拼接式全景成像是全景成像技术刚提出时所采用的方法，通过用传统的相机拍摄得

到场景的多幅图像，然后基于拼接、融合技术，合成得到场景的全景图像。拼接式全景

成像的具体方法有两种，一种是采用一个相机，通过旋转相机对不同方向进行拍摄，从

而获得多幅场景图像。这种方法简单易行，能够获得高分辨率的全景图像，但由于成像

速度缓慢，不具有实时性；另一种是采用多个相机，同时对多个方向同时进行拍摄， 从

而获得多幅场景图像。这种方法能够满足实时性的要求，也能获得高分辨率的全景图像。

两种方法原理都是采集得到包含整个场景信息的多幅图像，最后再合成得到全景图像。 

鱼眼全景成像利用超广角物镜来实现全景成像，超广角物镜的焦距非常短，能够获

得接近 180°视场角的半球面场景。而且，由于它采用凝视方式进行拍摄，不需要旋转

移动，因此具有较好的隐蔽性。然而，这种全景成像方法存在缺点，它拍摄获得的图像

存在极大的桶形畸变，形成鱼眼效果。因此，想要对拍摄得到的鱼眼全景图像进行显示

观察，需要事先进行畸变校正，将之校正为符合人眼观察习惯的全景图像。目前，鱼眼

全景成像技术己经比较成熟，大量的鱼眼全景成像设备出现在市场。 

折反射全景成像是将常规成像设备和反射光学元件相结合的成像技术，利用反射光

学元件的反射特性来扩大成像设备的视场，从而能够获得水平方向 360°和垂直方向一

定角度的全景图像。这里的反射光学元件通常指的是各种类型的反射镜，如球面反射镜、

圆锥面反射镜、椭球面反射镜、抛物面反射镜以及双曲面反射镜等。根据投影模型的不

同，折反射全成像系统可分为基于透视投影成像模型的系统和基于平行投影成像模型的

系统。根据是否满足单视点成像约束，又可分为单视点成像系统和非单视点成像系统由

于折反射全景成像能够获得大于半球空间的大视场，同时系统结构较为简单，设计较为

灵活，成本也比较低，近年来得到了越来越广泛的研究和应用，己经成为了当前全景成

像技术研究的主流方向。 

2.3.4 多视图立体成像 

多视图立体视觉（MVS）一直是计算机视觉研究的一个热点。它的目的是从多个已

知相机姿态的图像中建立密集的对应关系，从而产生稠密的三维点云重建结果。 

在过去的几年里，人们在提高稠密三维重建的质量上付出了很大的努力，一些传统

的几何算法通过描述同一场景从不同视角下获取的多幅图像与物体之间投影关系的几
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何模型进行三维重建，如 PMVS、GIPUMA 以及 COLMAP 等取得了令人印象深刻的效

果。而近年来深度学习也在多视图重建中取得了非凡的性能，如 MVSNet、CasMVSNet

等。然而，在三维重建任务中，由于数据量大、弱纹理、遮挡、反射等问题，如何高效

准确地实现多视图立体视觉仍然是一个具有挑战性的任务。 

基于深度学习[18]的三维重建最近几年取得了非常大进展，是当前计算机视觉领域

比较流行的方法之一。学习系统是由多层卷积层和多层全连接层组成的卷积神经网络

（CNN）进行学习图像的层次化特征表示，这种方法能够精确地重建出物体的几何形

状．与传统的三维重建相比较，基于深度学习的三维重建技术不需要进行特征提取与匹

配以及复杂的几何运算，使用深度学习的方法更加方便，使得实时性和鲁棒性进一步提

高。 

基于语义的三维重建可以运用在移动的行人或车辆等大的场景，这种方法能够精确

地对环境中的目标物体进行识别，而深度学习技术也是最近几年刚刚兴起的比较有优势

的识别方法，因此，深度学习和语义相结合的三维重建是未来几年的研究趋势，也会受

到该领域的研究者们广泛关注。Savinov 等[19]提出了一个稠密的语义三维重建方法。

Blaha 等[20]提出了一个自适应多分辨率的语义三维重建方法。该方法的目的是在给定

一组场景图像中进行 3D 场景稠密重建，并分割成语义目标类。Sunderhauf 等[21]提出了

面向对象的语义建图方法，该方法的主要目的是构建环境的 3D 点云地图，然后再通过

卷积神经网络对关键帧图像中的物体进行识别检测，最后对 3D 目标物体进行点云分割，

从而在地图中更新或添加目标物体的 3D 点云等信息。 

传统的基于明确表面的三维重建方法（MVS），尽管在获取大规模结构方面表现出

色，但往往难以捕获场景的微观细节。这类方法在构建三维模型时依赖于高分辨率的离

散化过程，这限制了它们在处理细微纹理和小尺度特征时的有效性。此外，这些技术通

常使用 UV 映射来纹理化模型，但在复杂或广阔的场景中，UV 映射易受到畸变影响，

这会在渲染过程中产生可见的伪影和质量退化。 

隐式体积表示方法（如基于神经辐射场的 NeRF）提供了一种表达高空间分辨率的

新途径，通过对整个体积场进行连续建模，能够从任意新视角渲染出细致的图像。然而，

这些方法在实际操作中需要处理大量的体积数据，这不仅计算成本高，而且在大规模场

景中效率低下。更重要的是，由于体积渲染依赖于沿视线对样本的积分，它在处理复杂

场景中的视图不一致性时常常导致渲染质量下降，例如在边缘或细节处出现模糊和失真。 
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图 2-7 基于哈希特征流形表征的神经渲染框架[22] 

为了解决以上挑战，XScale-NVS[22]研究提出了哈希特征化流形的表示方法，通过

对表面流形进行栅格化，显式地优先考虑多视角一致性，充分释放了体积哈希编码的表

达能力，如图 2-7 所示。同时设计了一个延迟神经渲染框架，以高效解码表示，并提出

了两种定制设计来更好地描述跨尺度细节。另外还引入了 GigaNVS 数据集，用于评估

实际大规模场景的跨尺度、高分辨率新视角合成，XScale-NVS 在 GigaNVS 上相对于

SOTA 平均 LPIPS 降低了 40%，将野生环境下跨尺度神经渲染的边界推向了前所未有的

细节和真实感水平。 

Meta AI[23]提出了一个统一的几何感知框架 VGGT（View Generalizable Geometry 

Transformer），可以从任意数量的视图中直接推理出相机参数、点云、深度图、三维轨

迹等全部关键 3D 属性，重建时间大幅降至 1 秒以内，并在多个任务中刷新了性能指标。

VGGT 不仅可用于标准几何任务，在作为特征骨干网络时，同样能大幅提升点跟踪与新

视角合成等下游任务表现，被认为是“通用 3D 视觉模型”迈出的关键一步。 

在人体光场感知领域，Light Stage[24]是当前数字人高真实感重建的一个标杆技术。

它通过构建相机阵列，使用多角度、高精度照片来重建三维空间中的 CG 模型。这种技

术能够还原拍摄人物的三维结构，并获取面部的反射信息，从而在不同环境光下重构数

字人模型光效。Light Stage 技术已经应用于好莱坞电影渲染中，从第一代系统 Light Stage 

1 至今已经升级到 Light Stage 6，最新的一代系统命名为 Light Stage X。 

Google 研发的 Lightstage 系统采用了 331 个可编程光源以及一个 90 台 12.4M 像素

的工业相机组成的相机阵列。每个光源包含有 63 个高亮 LED 灯珠，分为不同的颜色和

不同的发散角。这个系统能够结合主动与被动传感器，以取得最佳的建模效果。相机系

统工作在 60Hz，相机系统与灯光系统时序匹配，以获取三维模型和相应的材质贴图。这

样的系统，每秒钟的数据量达到惊人的 63.5GB。 

元客视界研发了 LuStage 数字人元数据采集系统，如图 2-8 所示，系统包含 776 个
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6 通道彩色 LED 光源阵列、16 台 RGB-D 深度传感器以及 150 个视点的相机阵列，相机

分辨率最高达 8K，采集帧率最高达 450fps。其中深度传感器采用近红外结构光重建技

术辅助实现至少 30fps 的动态稠密 3D 重建；多视点相机阵列用于采集各种模拟光照环

境下人体的空间视频原始数据，以便采用 3D 高斯等技术进行空间视频重构；高帧率相

机用于采集高速动态数据集，以采用 OLAT 技术对数据集进行重光照编辑，理论上支持

数据集对环境光照变化条件的无限扩展。系统还创新性地提出了全局动态积分光场成像

技术，计算中控系统按照场景内的实时照度需求计算每个曝光周期内各个 LED 光源的

积分光强，换算成 LED 的光通量和频闪脉宽，每个 LED 光源支持实时变通量变脉宽控

制，以此实现分布视点动态 HDR 成像，大幅提升了系统对于明暗细节高动态范围成像

的能力以及对室内室外各种环境光照特别是日光环境的模拟能力。 

 

图 2-8 LuStage 数字人元数据采集系统 

虚拟数字人技术的发展已经进入快速成长期，特别是 NeRF 和 3DGS 技术的出现，

带动了数字人重构研究工作蓬勃发展，并将数字分身创作推向了应用的前沿。 

2.3.5 音频感知 

音频感知是元宇宙多模态感知的重要一环，音频感知主要分为前端信号处理、语音

识别、声纹识别、情感识别、语音合成等多个模块，如图 2-9 所示。 
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图 2-9 音频感知交互 

语音前端信号处理对于提高音频感知的鲁棒性起到了非常重要的作用；通过语音增

强模块抑制各种干扰，使待识别的语音更干净；语音增强模块通过回声消除、噪声抑制、

去混响提高语音交互的鲁棒性；真实环境中包含着背景噪声、人声、混响、回声等多种

干扰源，上述因素组合到一起，使得这一问题更具挑战性。语音前端信号处理模块包括

多通道模块以及单通道模块。对于麦克风阵列采集，当前研究更倾向于将传统的时频波

束形成（beamforming）与 DNN 驱动的估计器结合——例如用神经网络估计声源/干扰协

方差或掩码，再通过 MVDR/GEV 等波束形成器实现稳健增强；此外“可微分波束形成器

/神经波束器”允许将空间滤波器参数纳入端到端训练流程，从而显著改善在复杂声场（多

干声源、非平稳噪声、强混响）下的识别性能。同时，深度学习方法（如深滤波 deep-

filtering、端到端时域网络）在抑制晚期混响与近端回声方面取得了显著进步；同时出现

了更高效的实时/边缘实现方案以满足元宇宙场景对低延迟的要求。对于资源受限设备，

可以采用轻量化网络或模型蒸馏/量化技术减少计算并保持音质与可懂度。需要强调的

是可以先进行多通道混响消除再进行波束形成，也可以先进行波束形成再进行单通道混

响消除。经过上述处理后的单路语音进行后置滤波消除残留的音乐噪声，然后通过自动

增益算法调节各个频带的能量后作为前端处理的输出，将输出的音频传递给后端进行音

频感知。 

语音识别是音频内容感知的重要一环。语音识别系统主要包括四个部分：特征提取、

声学模型、语言模型和解码搜索，具体如图所示。自动语音识别的过程是先对前端采集

的语音信号进行处理，以提取声学特征，再将声学特征作为声学模型的输入，计算声学

得分，然后结合语言模型的语言得分，在解码空间中搜索最佳路径，从而识别出语音信

号对应的文本。经典的混合式（Hybrid）语音识别系统的构成，包括声学特征提取，声
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学模型，语言模型，以及解码搜索算法。信号处理模块将语音波形提取成更具有代表性

的声学特征序列，以便后续处理。经典的声学模型基于隐含马尔可夫模型构建，其中隐

含马尔可夫模型的观测概率通过高斯混合模型或深度神经网络估计。语言模型估计给定

前文的情况下，下一个词发生的概率。结合声学模型和语言模型给出的分数，解码器搜

索出给定声学特征序列，概率最大的词序列。以发音词典为桥梁，声学模型和语言模型

被结合起来形成解码搜索空间。加权有限状态转换器是构建解码搜索空间的重要工具。

除了基于隐马尔可夫模型的声学模型，相关技术基于联结主义时序分类的端到端声学模

型，这种声学模型不需要逐帧对应的标签，而是直接训练神经网络。随着深度学习技术

的发展，语音识别系统正快速从传统 Hybrid 模型向端到端架构和“大规模语音基座模型

（Speech Foundation Models）”演进。Conformer、Transducer 与 CTC/Attention 等端到

端架构已成为工业主流，而 wav2vec 2.0、HuBERT、WavLM 与近期的 UniSpeech/Whisper

系列等自监督或多任务预训练模型，为噪声鲁棒性、跨语言迁移与低资源学习建立了新

的基线。更重要的是，2024–2025 年出现大量语音大模型（Speech-LLM），如 SpeechGPT、

Qwen-Audio、Whisper-large-v3、Meta Audio-Omni，它们可在统一框架下执行语音识别、

音频问答、说话人属性分析、口语理解、语音翻译与语音合成等多任务能力，实现“听

–理解–说”的端到端语音智能。这类模型通常采用音频编码器+大语言模型+语音解码

器 的结构，使音频理解与文本推理紧密耦合，大幅提升长语音、多说话人、跨语言、跨

模态等复杂场景下的表现。随着这些大模型与工程化工具（如  WhisperX、NeMo 

ASR/TTS、实时流式推理框架）结合，长录音转写、智能对话、多模态内容理解与沉浸

式交互正在逐渐实现实用化，大模型也使音频感知从“识别为中心”迈向“理解与生成

统一建模”的新时代。 

声纹识别是音频深度感知的重要研究方向，其主要目的是在语音中自动获取说话人

身份。早期的声纹识别主要采用有效的声学特征参数和模式匹配的方法，匹配往往通过

特征矢量之间的距离测度来实现。在说话人训练阶段，系统首先对训练语音进行静音剔

除和降噪处理，尽可能得到纯净有效的语音片段，然后再提取语音对应的声学特征参数，

根据系统建模算法，得到说话人的特征模型，每个说话人的训练语音经过训练阶段后得

到一个说话人模型。随着深度学习的发展，基于深度网络的特征学习方法成为了声纹识

别的主要方法，利用复杂非线性结构赋予的特征提取能力，能自动对输入的语音信号进

行特征分析，提取出更高层、更抽象的说话人声纹表征，如 d-vector[25]、x-vector[26]。

而后，谷歌公司的 Heigold 等人提出了端到端声纹识别系统，端到端的网络包含两部分：
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预先训练好的特征提取网络和用于决策打分的判决网络，输入为不同说话人的语音信号，

输出即为说话人识别结果，之后如注意力机制、自适应方法等在端到端系统中的应用进

一步提高了系统的性能。近年来，自监督学习成为声纹识别领域的重要方向。自监督学

习方法如 wav2vec 2.0 和 HuBERT 等模型通过大量无标注数据进行预训练，能够捕获

语音的潜在特征并提升系统在少数据情况下的识别能力。这些模型不仅减少了对大规模

有标签数据的依赖，还极大地增强了模型在多语言、多域环境下的泛化能力。 

情感识别是实现深度音频感知不可或缺的关键一环，通过声音这一媒介，让机器深

入感知并理解人的的情感变化。语音情感识别系统主要由三部分组成：语音信号采集、

语音情感特征提取和语音情感识别模型训练。这三部分相互协作，共同支撑从原始语音

信号到情感状态描述的完整过程。语音信号采集模块通过语音传感器（例如麦克风等语

音录制设备）来获取语音信号。这些设备能够捕捉到声音的细微变化，将人类的情感波

动转化为可处理的电信号。采集到的语音信号随后被传递到语音情感特征表征模块。在

这一模块中，系统会对语音信号中与情感关联紧密的声学线索进行抽取，这些线索中可

能蕴含声音的音调、音量、节奏、音色等多个方面。通过分析这些线索，系统能够初步

判断出语音中蕴含的情感倾向。所抽取到的情感特征被送入语音情感识别模块，该模块

的核心任务是对被测语音的情感状态进行描述。为了更有效地完成这一任务，系统需要

借助当前主流的音频预训练模型来进行语音情感特征抽取。这些预训练模型包括了

Wav2Vec、Hubert、Whisper 等，它们能够通过海量大数据中蕴含的情感信息，学习到数

据的本质结构或分布，从复杂的语音信号中提取出最具代表性的情感特征。随着人工智

能技术的不断发展，大语言模型在语音情感识别领域的应用也日益广泛。这些模型可以

替代传统的统计机器学习模型和深度神经网络，不仅能够对情感状态进行分类和描述，

还能够对情感产生的原因进行可信溯因。例如，经过微调后的 QWen 系列大模型，就具

备强大的情感推理能力。它们能够结合上下文信息，分析出语音中情感变化的深层原因，

从而实现语音情感分析从感知分类到认知推理的跨越。这种跨越意味着语音情感识别系

统不再仅仅局限于对情感状态的简单分类，而是能够深入到情感的认知层面，理解情感

背后的动机和原因。这对于提升人机交互的体验、推动情感计算技术的发展都具有重要

意义。 

语音合成是实现音频感知中的关键表达环节。随着深度学习的发展，目前语音合成

技术已经发展相对成熟，且已取得了广泛应用，但仍然存在音色风格单一，数据成本，

构建时间等诸多限制。一个好的语音合成系统建立在一个人工精心设计的语音数据库之
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上，一个音素均衡、高音质的语音合成数据库制作成本较高，要在专业录音环境下录制，

同时需要具有相应语音学背景知识的专业人员进行标注，整体设计制作时间较长。较高

的语音合成数据库门槛限制了语音合成的输出风格。就语音合成系统的声学模型而言，

微软、IBM、谷歌、百度和讯飞等采用了几十个小时以上的训练数据。然而大多数语言

的资源是有限的，标注成本也极其昂贵。为了丰富语音合成系统的音色，为了每个音色

都花费较长时间对数据和模型进行定制是不经济也是不现实的。为新的说话人快速搭建

个性化语音合成系统时，首先面临的问题就是用来训练合成模型的数据较少，这导致不

能用传统的方法去训练模型，如何用少量数据构建高性能的语音合成系统成为一个极富

挑战的研究课题，同时也具有极为迫切的应用需求。2021 年，扩散模型在语音合成任务

中占据了重要地位。DiffWave 是扩散模型在语音合成中的典型应用，它使用扩散过程从

随机噪声生成高保真音频，并展现出接近甚至超越 WaveNet 的音质表现。扩散模型的

生成过程相比传统的序列模型具有更高的灵活性，且其并行化潜力使得其在大规模语音

合成任务中具备更高的效率。2022 年，Codec 技术不仅用于压缩和解压缩音频信号，还

能够用于构建高效的音频生成系统。例如，EnCodec 是 Meta 推出的一种基于神经网络

的高效音频压缩框架。该系统不仅能够在较低的比特率下保持高音质，还可以用于实时

语音合成和音频生成。自 2023 年起，一系列基于语言模型的语音合成框架被提出，如 

VALL-E 和 Cosyvoice 等，这些模型在减少语音失真、提高语音自然度和保持个性化声

音特征方面都展现了强大的能力，特别是在少样本语音合成和多语言支持方面，表现十

分突出。 

2.3.6 触觉感知 

触觉在具身智能发展的浪潮下，视触觉传感技术作为连接物理世界与数字感知的关

键桥梁，正逐步改变人机交互的边界[27]。该技术通过触觉信息可视化方式，显著提升

了触觉数据的可解释性与交互性，从而有效打破了虚拟与现实之间的感知壁垒[28]。借

助高分辨率的视觉反馈机制，视触觉传感能够对压力、形变、纹理、滑动等多维触觉信

息进行精准捕捉与数字化模拟，进而补全了元宇宙中“视-触”感官闭环，如图 2-10 所

示。 
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图 2-10 视触觉仿真概览 

触觉仿真作为实现这一目标的核心手段，为虚拟场景注入了可感知的物理质感，显

著增强了元宇宙的沉浸感与用户参与度。当前视触觉仿真技术主要分为物理建模与数据

驱动两大类[29]。物理建模进一步细分为弹性体仿真（如基于深度法[30]、有限元法

FEM[31]、材料点法 MPM[32]）、光学仿真（如 Phong 模型[32]、路径追踪[33]）以及标

记点运动仿真（如基于线性位移关系的方法[34]和基于相机模型的方法[35]）；数据驱动

包括跨模态生成[36]与虚实迁移生成[37]等方法。 

为了构建起贴合人类感知逻辑的触觉描述体系，触觉多模态表征通过整合触觉本征

维度与视觉纹理、物体力学属性等跨模态关联信息，显著提升了触觉感知的语义丰富性

与物理一致性。传统方法多依赖单一触觉信号，难以还原复杂交互过程中的材质细节、

动态变化与上下文语义，而近年来提出的多模态学习方法，如 Touch100k[38]中引入的多

粒度语言描述，将触觉感受与自然语言紧密结合，增强了触觉的语义表达能力。同时，

UniTouch[39]和 AnyTouch[40]等模型通过跨模态对齐技术，将触觉嵌入与视觉、语言等

模态进行联合表示，显著提升了模型在零样本理解、跨传感器泛化等方面的表现。此外，

AnyTouch 进一步引入静态与动态触觉信息的统一表示，结合多传感器融合策略，有效

建模了触觉在时间维度上的演变过程，从而更好地模拟人类在真实交互中的触觉认知机

制。 

 



45 
 

 

图 2-11 基于触觉传感的人机交互 

借助视触觉传感技术，研究界搭建起人机高效协同的交互桥梁。OneTip[41]在元宇

宙环境中实现接触形变的连续重建，可输出稳定的六维触觉姿态，用于人机输入与元宇

宙虚拟操控，如图 2-11 所示。结合神经场，进一步将高分辨率视-触觉图像与本体感知

融合，在线构建物体的神经场形状与姿态，实现“操作即建模”的动态触觉感知模式[42]，

如图 2-12 所示。基于 TIR 的视触觉盲文识别系统能够将现实世界中的触觉符号即时映

射到虚拟空间，使触觉内容在数字环境中可读、可交流、可共享，强化了元宇宙的普适

交互能力[43]。视触觉传感已逐步形成从“连续形变重建-动态交互建模-精细模式识别”

的完整路线，可为元宇宙提供从触觉感知到语义理解的全流程支撑。 

 

图 2-12 元宇宙中自主生成大规模触觉数据 

 

2.4 元宇宙生成 

数字化三维空间是元宇宙的基本形式之一，不仅可以三维重建现实三维世界并与其

信息融合，服务于城市治理、工厂运维和智能交通等场景，而且可以通过人工智能技术

生成和创造出新的数字化空间，为人类社会的未来形态提供想象空间。与此对应，元宇
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宙生成技术也包括三维重建和智能生成两大类。三维重建是指通过各类光学传感器，包

括图像、激光点云、深度相机或事件相机等，获取现实世界的视觉信息，通过传感器位

姿计算注册融合传感器数据，构建现实世界的精准数字化映射，其典型技术包括传统的

运动结构重建（Structure from Motion）、多视点立体视觉（Multiview Stereo Vision）、

光度立体法（Photometric Stereo）等。近年来，随着可微渲染技术的发展，神经网络隐

式表达成为了新的研究热点，该方法采用神经网络表达以三维位置为变量的三维颜色和

密度场，集合可微体渲染和光度损失函数从拍摄图像中端到端的重建三维场景，极大地

简化了三维重建的流程，并提高了渲染的真实感。研究人员进一步提出采用空间离散点

采样表达三维光场，代表性工作为最新的三维高斯泼溅（3DGS）技术，极大提高了神经

隐式表达的渲染速度。三维重建以及现有的三维制作软件积累了大量的三维数据，为生

成式人工智能模型自动生成三维内容奠定了数据基础。生成对抗模型（Generative 

Adversarial Network）、扩散模型（Diffusion Model）是典型的生成式人工智能模型，在

学习数据分布上展现了强劲能力，在三维内容生成上应用广泛。通过在 Stable Diffusion

开源的 Objaverse 数据集上的训练扩散模型，已经出现了 Craftsman3D、Rodin-Gen1 等

较高质量的三维生成模型，为元宇宙生成提供了新的动力。与此同时，“世界模型（World 

Model）”正成为元宇宙生成技术的重要方向。其通过统一建模空间结构、物体关系与

行为逻辑，使虚拟世界具备理解、推理和预测能力。借助大模型的跨模态泛化，世界模

型将推动虚拟环境从静态呈现迈向可演化、可交互的智能系统。 

2.4.1 三维重建 

三维重建技术是利用二维投影或影像来恢复物体/场景的三维信息的数学过程和计

算机技术，通过三维重建技术可以为元宇宙提供三维物体模型和孪生虚拟的三维空间，

如图 2-13 所示。三维重建从技术上可以分为传统 SFM&MVS 构建和近年来被广泛研究

的可微渲染引导（NeRF，3DGS）的三维重建两大类。 
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图 2-13 三维重建的概念 

（1） 传统 SFM&MVS 重建 

SFM 的基本原理是通过分析多张不同视角的二维图像，基于多视角几何的原理恢

复出场景的三维稀疏点云及相机的运动轨迹，主要包括特征检测与匹配、相机姿态估计

和三维点云重建这几个过程。MVS 是在 SFM 生成的稀疏点云基础上，通过密集匹配技

术生成稠密点云，包括图像对的选择、视差估计和点云优化几个过程。完成稠密点云估

计后，在元宇宙三维应用中，一般还需要通过 Mesh 提取和贴图技术实现应用生态中标

准三维模型的输出，如图 2-14 所示。传统 SFM&MVS 重建技术经过多年的发展已经比

较成熟，在三维构建软硬件系统中有着广泛的应用，例如手持扫描仪、无人机倾斜摄影

建模等，也出现了采用光滑性等各种先验和分块等各种方法优化 SFM&MVS 来进一步

提高其三维建模效果。 

在 SFM&MVS 重建的过程中，最重要的环节是图像之间点对的匹配问题，一般容

易受到光照变化、重复纹理、光滑或无纹理表面的影响导致重建效果不佳，近年来有大

量的基于深度学习特征匹配度方法例如 SuperPoint、SuperGlue 等来提升这方面的性能，

但面对光滑或无纹理等问题仍然存在应用问题。为了解决这些问题，业界采用了各种方

案包括基于深度或激光点云融合的方案、基于辅助标记的方案等，这些方法可以有效减

少上述算法由于原理上的限制导致的建模效果不佳的问题，在大量三维扫描重建设备上

被应用。 
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图 2-14 SFM&MVS 三维重建技术的流程 

 

 

（2） 可微渲染引导的三维重建 

可微渲染引导的三维重建（Differentiable Rendering based 3D Reconstruction）是一种

近几年迅速发展的新兴的重建方法，它通过结合计算机图形学中的渲染技术和深度学习

中的自动微分技术，来改进三维重建的效果和效率，其与传统方法的区别如图 2-15 所

示。该方法利用可微渲染器计算图像生成过程的梯度信息，从而在三维重建中进行更精

确的优化，将三维重建任务从几何计算问题转化为一个学习训练的问题，改变了三维建

模的范式，显著提高了三维重建模型的拟真度（Fidelity）。目前最为代表性的方法包括

神经渲染辐射场（NeRF）重建和 3D 高斯辐射场（3DGS）重建这两种。 

 

图 2-15 可微渲染引导的三维重建：将建模变成 AI 训练的过程 

 

 神经渲染辐射场（NeRF）重建 
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神经渲染辐射场（Neural Radiance Fields， NeRF）是一种基于神经网络的三维重建

方法。它利用神经网络来隐式表示场景中的颜色和密度信息，并通过体渲染技术将这些

信息转换为二维图像。其重建过程是通过优化神经网络参数，使得渲染生成的图像与输

入图像匹配，从而重建出场景的三维结构，大致流程如图 2-16 所示。NeRF 算法过程主

要包括坐标采样、网络推理、体渲染、误差计算、梯度优化这几个关键步骤。该过程中

首先从三维空间中均匀采样点，这些点的坐标作为神经网络的输入，然后将采样点的坐

标输入到神经网络中，网络输出该点的体素密度和颜色，再使用体渲染公式将密度和颜

色沿射线进行积分，生成最终的像素颜色，将渲染生成的图像与输入图像进行对比，计

算误差并通过反向传播算法，根据误差调整网络参数，逐步优化三维场景的表示。 

 

图 2-16 神经渲染辐射场（NeRF）重建 

NeRF 能够生成高分辨率和细节丰富的高拟真三维重建结果，特别是对于复杂纹理

和细微结构的场景，但是通过 NeRF 建模好的三维模型是一个神经网络模型，不同于传

统的点云和 Mesh 表示，它是一种隐式表示，因此不能和现有渲染引擎和软件生态兼容，

在当前阶段影响了其广泛的应用。随着基于 NeRF 的大量的相关算法的研究和成熟和其

高质量的优点，在未来有可能变成工业三维模型软件生态的一种，目前业界也有开发一

些基于 nReal 和 Unity 的软件插件来实现兼容性渲染。 

 

 3D 高斯泼建（3DGS）方法 

3D 高斯泼溅（3D Gaussian Splatting， 3DGS）是一种新兴的三维重建方法。与 NeRF

构建的神经网络整体表达不同，该方法将三维空间中的点拓展为三维高斯分布，并在每

个点上附加球谐系数表达其随视点变化的颜色，并通过优化这些高斯分布和球谐系数来

实现高质量的三维重建，如图2-17所示。3DGS方法重建的过程主要包括初始点云生成、
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高斯分布初始化、高斯渲染、误差计算和梯度优化这几个关键步骤。首先，通过使用传

统三维重建方法（如 SFM 或 MVS）生成初始的三维点云，然后将初始点云中的每个点

表示为一个三维高斯分布，初始参数可以包括位置、形状（方差）和颜色，使用高斯渲

染技术，将三维高斯分布投影到图像平面生成合成图像，再将合成图像与输入图像进行

对比来计算误差，最后使用反向传播算法，根据误差调整高斯分布的参数，最终使渲染

图像逐步逼近真实图像。 

 

图 2-17 3D 高斯辐射场（3DGS）重建 

3D 高斯方法兼顾了显式表达、高拟真重建、实时渲染的优势，受到了广泛的关注，

在 2023 年提出之后得到了快速发展。但是，3D 高斯方法依赖于初始三维点云的构建，

在实际应用中会面对传统三维重建方法的相同的问题例如弱纹理、重复纹理等问题导致

无法实现初始点云和相机位姿的估计，因此有部分产品方案采用基于激光点云和深度点

云初始化的方法来解决该问题。得益于其优秀的计算性能和渲染质量，业界部分元宇宙

平台、三维应用中已经集成了 3D 高斯方法重建的模型。 

（3） 前馈式三维重建（Feed-Forward 3D Reconstruction） 

前馈式三维重建利用深度学习模型，尤其是 Transformer 架构，直接从 2D 图像中

端到端高效推断场景 3D 结构、深度图和相机姿态，能够鲁棒应对图像中光照变化以及

图像间重叠度变化，显著提升了基于优化的 Structure from Motion (SfM) 或 Multi-

View Stereo (MVS) 方法的速度和鲁棒性，节省了 NeRF和 3DGS需要位姿带来的额外开

销。Dust3R[44]是这一方向的开创性工作，该方法采用 ViT 编码器将图像编码成 Token

序列，利用交叉注意力机制从输入的两幅图像中预测三维点云，并通过三维注册计算相

对的相机位姿，对于大的场景可以依次输入图像进行重建。IEEE CVPR 2025年的最佳论

文 VGGT(Vision Geometry Guided Transformer)[45]进一步拓展了该方法，可以从无
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序图像输入中推断三维结构。VGGT 设计了相机和注册的 Token 以取得相较于图像输入

第一帧的相对相机位姿，并支持了下游点对应轨迹的提取等应用。 

2.4.2 数字人分身重构 

数字人是元宇宙数字内容中的必不可少的元素，是连接现实与虚拟的桥梁，可以让

元宇宙变得更加多元化、更加生动。因此，数字分身重构是元宇宙生成中的技术研究热

点。元宇宙内容对数字分身的需求通常有两种，一种是可驱动可交互的模型，另一种是

可自由视点交互的空间视频。前者的实现通常是先 3D 重构数字分身模型，再利用动画

驱动生成动态内容；后者的实现通常是基于多视点视频生成可自由视点交互的空间视频。 

传统的人物 3D 重构是使用三维软件创建三维模型的过程。在建模过程中，艺术家

使用各种工具和技术来创建模型，包括几何体、网格和曲面等。这些工具可以用来构建

复杂的三维模型，并可以对其进行纹理贴图、添加材质和光照等操作，以便在最终作品

中呈现出逼真的效果。传统的人物 3D 重构采用几何面片模型表征以适配传统的 3D 内

容制作和渲染管线，对模型几何精度、材质贴图精度、光照匹配以及渲染引擎都有严格

的要求以保证输出人物的逼真度，代价是高昂的制作成本。 

由于 3DGS[46]方法能够做到实时高质量渲染，在数字分身重构上也得到了迅速应

用。D3GA[47]首先使用可驱动的 3DGS 和四面体笼来创建可动画化的人类化身，这实现

了有前景的几何和外观建模。为了捕捉更多的动态细节，SplatArmor[48]利用两个不同的

MLP 来预测建立在 SMPL 和规范空间上的大幅运动，并允许所提出的 SE（3）场产生与

姿势相关的效果，从而实现更详细的结果。HuGS[49]使用线性混合蒙皮和基于局部学习

的细化，创建了一个从粗到细的变形模块，用于基于 3DGS 构建和动画化虚拟人化身，

它能够实现 20 FPS 的人物神经渲染性能。由于 3DGS学习了大量的高斯椭球，HiFi4G[50]

将 3DGS 与其对偶图机制提供的非刚性跟踪相结合，用于高保真渲染，从而以更紧凑的

方式成功地保持了时空一致性。为了在消费者级设备上实现更高的渲染速度和高分辨率，

GPS Gaussian[51]在稀疏源视图上引入高斯参数图，以与深度估计模块联合回归高斯参

数，而无需任何微调或优化。为了更容易控制头部表情，GaussianAvatars[52]在 3DGS 中

引入了几何先验（Flame 参数化人脸模型），将 Gaussians 绑定到显式网格上，并优化高

斯椭球的参数。HeadGas[53]为 3DGS 赋予了由 3DMM 的表达向量加权的潜在特征的基

础，从而实现了实时可动画化的头部重建。FlashAvatar[54]进一步在参数人脸模型中嵌
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入均匀的 3D 高斯场，并学习额外的空间偏移来捕捉人脸细节，成功地将渲染速度提高

到 300 FPS。为了合成高分辨率的结果，高斯头像采用超分辨率网络来实现高保真度的

头像学习。3D-PSHR[55]将手部几何先验（MANO）与 3DGS 相结合，首次实现了手部

的实时重建。GaussianHair[56]首先将 Marschner 头发模型与 UE4 的实时头发渲染相结

合，以创建高斯头发散射模型，它可以捕捉复杂的头发几何体和外观，以实现快速光栅

化和体积渲染，从而实现包括编辑和重新照明在内的应用。虽然计算机视觉和人工智能

技术的发展大大加速了数字分身重构的应用落地进程，3DGS 技术和视频人体姿态估计

技术让高保真、高效率、低成本的数字分身的动静态重构成为可能，但是面向工程化应

用的挑战主要在于如何建模毛发、衣物布料等运动变形、提高重建精度、支持重光照，

以及如何建立完整的基于可微渲染的制作管线。 

数字分身的动态重构依赖于动画文件来驱动模型变形，进而生成动态内容。最高效

的动画生成方式是运用运动捕捉技术，将采集到的动作迁移至数字分身。传统的动作捕

捉技术，如光学式和惯性式，虽已成熟并在市场广泛应用多年，生成动画的精度高，但

它们对环境要求严苛且造价高昂。随着计算机视觉技术的进步，基于视频的人体姿态估

计[57]为高效且低成本的动画生成提供了新的技术路径。Hossain 和 Little[58]提出了一种

带有快捷连接的长短期记忆（LSTM）单元的循环神经网络，以利用人类姿势序列中的

时间信息，预测帧间连续的 3D 姿态。SMPL[59]人体参数化模型在人体姿态估计中应用

广泛。由于该模型预定义了人体 3D 形状及参数空间，神经网络只需确定 SMPL 模型中

的形状参数和关节回归矩阵，即可重建人体 3D 姿态。Kocabas 等[60]等人利用大规模动

作捕捉数据集 AMASS，对基于 SMPL 的方法进行对抗训练，该方法被命名为 VIBE（视

频推断的身体姿态和形状估计）。VIBE 通过 AMASS 训练区分真实人体运动与姿势回

归模块预测的姿势的网络，有效提高了所推断的人体姿态的真实度。此外，局部遮挡也

是单视图环境下 3D 姿态估计面临的一个难题。解决这一问题的有效方法是从多个视图

进行三维人体姿势估计，因为在一个视图中被遮挡的部分可能在其他视图中可见。然而，

从多个视角重建三维姿态需要解决不同摄像机之间的位置关联问题。Rhodin 等[61]在网

络中应用了多视图一致性约束，但这种方法需要大量的 3D 真实数据进行训练。为了突

破这一限制，他们进一步提出了一个 encoder-decoder 框架[62]，以学习多视图图像的几

何感知三维潜在表示。Pavlakos 等[63]人则基于标定的相机参数，将多视角图像的二维

关键点热图整合成一个三维图形结构模型。Wang 等[64]人开发了一种基于 transformer 的

模型，该模型能够直接从多视图图像中回归出 3D 姿态，而无需依赖任何中间任务。他
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们提出了多视图位姿转换器（Multi-view Pose Transformer， MvP）用于表示多人关节的

query embedding，并采用了融合多视角信息的几何引导注意机制。 

与传统的动作捕捉技术不同，生成式运动捕捉[65]不需要依赖传感器、摄像机或演

员的实际动作记录，而是通过从数据学习到的模型来生成动作，提供了一种新的数字分

身动画生成技术。所使用的运动数据集通常包含行走、跑步、跳跃等各种动作，以用于

训练模型提取动作中的特征和模式。模型训练完成后，生成式运动捕捉就能够通过输入

控制信号（例如 text to motion 文本到动作）或关键帧来生成连续的动作序列，并将其应

用于虚拟角色或动画中。此外，生成式运动捕捉还能够拓展动作的创造性，通过修改和

控制模型，创造出一些在现实中难以实现的动作效果。 

来自复旦大学、腾讯和上海科技大学等机构的团队开发了 MotionGPT 模型[66]。研

究团队发现人体运动与语言存在一定的相似性，因此将人体运动视为一种特殊的语言形

式。他们将语言数据与大规模运动模型结合起来，实现了对运动相关任务性能的提升。

该模型使用离散向量量化来处理人体运动，并将 3D 运动转换为运动标记，类似于生成

单词标记的过程。MotionGPT 可以通过文本生成逼真的运动序列、为运动添加字幕、预

测运动和生成中间动作等。它不仅能提供高质量的运动生成，还能处理多种与运动相关

的任务，为运动捕捉领域带来了重要的进展。南洋理工大学团队开发了 MotionDiffuse 模

型。这是一种新的框架，可以通过文本生成多样且逼真的人体动作。它采用概率映射而

非确定性的方式生成运动，可以通过细节指令和文本提示进行灵活控制。针对特定的动

作需求，网易互娱 AI LAB 与清华大学合作推出了舞蹈动画合成系统 ChoreoMaster。该

系统可以根据音乐风格生成不同类型的舞蹈动画，如爵士舞、二次元舞和街舞等。 

无论是基于视频的人体 3D 姿态估计还是生成式动画技术，普遍存在动作精度、鲁

棒性不足的问题，也是有待进一步研究攻克的重点问题。 

2.4.3 三维内容生成 

3D 内容生成技术泛指从文本、图像等多模态输入中自动生成三维内容，是元宇宙

构建的热点研究方向。生成对抗网络（GAN）[67]和扩散模型（diffusion models）[68]作

为最常用的生成式人工智能模型，在 3D 内容生成上展现出了显著的潜力。 

生成对抗网络（GAN）[67]由 Ian Goodfellow 等人在 2014 年提出，它由两个主要部

分组成：生成器（Generator）和判别器（Discriminator）。生成器负责生成逼真的数据，
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而判别器则尝试区分生成的数据和真实数据。两者之间的博弈过程使得生成器不断提高

其生成数据的质量，其结构如图 2-18 所示。GAN 在图像生成、视频合成和 3D 模型创

建等方面取得了显著进展。例如，StyleGAN[69]系列模型通过引入风格控制机制，实现

了高分辨率和高质量的图像生成。最新的三维人脸生成的工作，如 EG3D[70]、

Portrait3D[71]等，很多都采用了 StyleGAN2 作为了基本的网络架构。 

 

图 2-18 生成对抗模型结构示意图 

扩散模型[68]是一类基于去噪扩散概率模型（DDPM）的生成技术。其核心思想是

通过迭代去噪过程，从随机噪声生成目标数据 。扩散模型的训练过程包括两个步骤：前

向噪声注入和反向去噪预测。前向噪声注入是指在数据中逐步引入高斯噪声，而反向去

噪预测则是通过学习去噪函数来恢复原始数据，如图 2-19 所示。 

 

图 2-19 扩散模型的前向加噪与反向去噪过程 

近年来，基于 CLIP 和扩散模型的方法大幅提升了文本到 3D 生成的能力 。例如，

Point-E[72]是一种图像到点云扩散模型，利用 CLIP 视觉潜在编码作为输入，生成 3D 点

云 。Shap-E[73]通过引入隐空间投影，实现了对 SDF 表示的重建，支持大规模词汇 3D

生成 。Gaussian-Dreamer[74]结合 3D 和 2D 扩散模型，通过高斯分裂确保 3D 一致性和

细节生成，从文本描述生成 3D 实例。 

通过图像生成 3D 内容的方法同样取得了显著进展。基于图像的 3D 生成利用扩散

模型从单视点图像生成多视点图像，利用多视点的一致性，生成一致的 3D 模型。例如，
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NPGs （Neural Parametric Gaussians）[75]通过局部表示和时间共享锚定的 3D 高斯体实

现高质量的非刚性对象重建。Kratimenos 等人提出的 DynMF[76]方法，通过绑定运动系

数实现动态场景的优化，有效分离场景运动，生成高质量的动态场景。多模态 3D 生成

是当前研究的热点之一，探索如何整合来自不同模态的数据（如文本、图像和声音）来

创建更加丰富和互动的 3D 内容。例如，Clip-Nerf[77]结合 CLIP 模型，实现了高质量的

3D 场景生成。CG3D[78]框架利用显式辐射场，实现了多物体场景的生成和快速编辑。

GaussianDiffusion[79]框架结合高斯斑点和朗之万动力学扩散模型，加速渲染过程。这些

技术的发展不仅能够提升内容的生成效率和质量，还有助于创造更加个性化和互动的用

户体验。 

3D 内容生成也可面向可自由视点交互的数字分身空间视频生成问题，基于 3DGS

技术进一步对 4D 生成进行了初步探索。AYG 为 3DGS 赋予了动力学，并为文本到 4D

的生成提供了变形网络。它分为两个阶段，基于稳定扩散和 MVDream 的具有 SDS 损失

的静态 3DGS 生成，以及基于文本到视频扩散模型的具有视频 SDS 损失的动态生成。

在动态生成阶段，只对变形场网络进行优化，并随机选择一些帧来添加基于图像的 SDS，

以确保生成质量。DreamGaussian4D 在给定参考图像的情况下实现 4D 生成。首先使用

DreamGaussian 的改进版本生成静态 3DGS。现成的稳定扩散视频用于从给定的图像生

成视频。然后，还通过优化添加到静态 3DGS 的变形网络来实现动态生成，并且生成的

视频被用作监督，以及基于来自采样视图的 Zero-1-to-3 XL 的 3D SDS 损失。最后，该

方法还提取了一个网格序列，并利用图像到视频的扩散模型对纹理进行了优化。最后，

对于视频到 4D 的生成，4DGen 和 Efficient4D 都提出利用 SyncDreamer 从输入帧生成多

视图图像作为伪地面实况来训练动态 3DGS。前者引入 HexPlane 作为动态表示，并使用

生成的多视图图像作为三维变形伪地面实况来构建点云。后者直接将 3D 高斯转换为 4D

高斯，并通过融合相邻时间戳的空间体积来增强 SyncDreamer 的时间连续性，实现时间

同步，以生成更好的跨时间多视图图像进行监督。 

大规模 3D 模型数据集对三维内容生成的推动效果十分明显。从在 Stable Diffusion

发布的 Objaverse 三维模型数据集上训练的 Tripo3D[80]和 Rodin Gen_1[81]等具体方法

可以看出，3D 内容生成技术将在大规模数据集和高效生成算法的支持下，已经可以支

持文本、图像等条件下的三维内容生成。Trellis 通过创新三维表达以及美学标准驱动的

三维数据训练集的构建大幅提升了生成的三维模型的质量和细节，Sparc3D 通过提升体

表达分辨率，进一步提升了所生成三维模型的质量。随着研究的不断深入，这些技术将
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在元宇宙中的应用前景将更加广阔，为虚拟世界的构建带来更多可能性。 

2.4.4 世界模型 

在人工智能从“感知智能”向“认知智能”跨越的进程中，世界模型（World Model）

成为关键突破口。这种被称为 AI“内在心智”的技术，通过对现实世界的抽象建模与动

态仿真，让机器具备了类似人类的预测、推理与决策能力，正在重塑智能系统与物理世

界的交互方式。 

世界模型的核心定义，是通过整合文本、图像、传感器等多模态数据，构建对环境

的结构化表征，进而模拟现象变化、预测未来状态的生成式 AI 模型。简单来说，它并

非直接“复制”世界，而是在 AI 系统中建立一个可运行的“虚拟沙盘”，实现对世界

规律的隐式理解。这一概念源于认知科学中的“心理模型”理论，2018年 Jurgen在NeurIPS

上发表的论文[82]首次将其系统化，提出通过循环神经网络构建具备预测能力的智能体

框架，奠定了技术基础。 

从发展历程看，世界模型已从理论构想走向技术落地。2019 年 DeepMind 的 MuZero

算法突破传统限制，无需预先知晓规则即可通过自我模拟掌握围棋等复杂游戏；2022 年

LeCun 提出的 JEPA[83]模型强化了因果表征学习；2024 年 OpenAI 的 Sora[84]和城市仿

真模型 UrbanWorld[85]，以及 Google 的 Genie[86]系列则将其推向高潮，实现了对物理

世界的高精度动态复刻。这些进展背后，是深度学习技术与计算资源的双重突破，让高

维数据的建模与预测成为可能。 

世界模型的技术架构由三大核心模块构成，形成“感知-预测-决策”的闭环。首先

是状态表征模型，通过变分自动编码器（VAE）等技术将图像、声音等原始数据压缩为

低维潜在状态，过滤冗余信息并保留核心特征，这是建模的基础。其次是动态模型，作

为核心组件，它通过循环神经网络（RNN）或状态空间模型（SSM）学习状态转移规律，

比如预测物体在重力作用下的运动轨迹，为 AI 提供“推演能力”。最后是决策模型，

利用强化学习或模型预测控制（MPC）等方法，基于预测结果规划最优动作序列，完成

从模拟到执行的转化。典型的世界模型框架图如下图所示： 
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图 2-20 生成对抗模型结构示意图 

与传统 AI 相比，世界模型的独特优势体现在三方面。一是强大的预测能力，能基

于当前状态推演未来多种可能性，如自动驾驶系统预测行人的行走路径。二是物理认知

与因果推理，理解“因为推了杯子，所以杯子会倒”这类底层逻辑，而非单纯依赖数据

关联。三是反事实推理能力，可回答“如果改变某个条件，结果会怎样”的假设性问题，

为复杂决策提供支撑。这些能力让 AI 从“被动响应”升级为“主动规划”。 

在实际应用中，世界模型已渗透多个领域[87]-[96]。自动驾驶领域，特斯拉等企业

利用它整合多摄像头数据，构建 3D 场景向量空间，实时预测车辆与行人的运动轨迹，

毫秒级响应突发状况。机器人领域，工业机器人通过建模零件物理特性与操作规律，精

准完成装配任务，降低试错成本。游戏与 VR 领域，它让 NPC 能根据玩家行为动态调整

策略，提升交互真实性。在更宏观的场景中，气候模型、疫情传播 SEIR 模型也可看作

世界模型的延伸，助力复杂系统预测与调控。 

尽管发展迅速，世界模型仍面临诸多挑战。维度灾难导致高维场景（如城市交通）

建模需巨大计算资源；开放世界中的未知事件（如突发交通事故）难以精准预测；深度

学习的“黑箱特性”使其决策过程缺乏可解释性，带来安全隐患。此外，多模态数据的

有效对齐、伦理偏见的规避等问题，仍需技术突破。 

未来，随着多模态融合、神经符号系统等技术的发展，世界模型将更贴近人类认知

模式。当 AI 能在“脑海”中完成充分模拟与推演后，其在复杂环境中的适应能力将实

现质的飞跃。从工业生产到日常生活，这种让机器“读懂世界、预测未来”的技术，正

推动人工智能进入更具想象力的新阶段，成为连接数字世界与物理世界的核心桥梁。 

2.5 元宇宙协同 

元宇宙常常被视为未来互联网的演化，将包括多样化的虚拟商品和服务、完全虚拟

的工作和生活空间以及相应的社会和经济系统。元宇宙协同的概念涉及元宇宙环境中不
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同用户、系统和平台之间的合作与互动，具体是指如何利用各种技术、工具以及跨平台

的协议来促进在虚拟空间内的协作、共享和通信。元宇宙协同能够极大地提升元宇宙的

功能性和用户体验，使得元宇宙不仅是一个娱乐和交流的平台，也成为一个可以进行教

育、商务和创新的多功能空间。 

从技术角度，实现元宇宙协同的核心要素是保证跨平台互操作性，一方面是确保不

同的技术平台可以无缝连接，使得用户可以在不同的虚拟环境之间流畅地移动和交互；

另一方面是实现不同系统或平台间的数据共享，使得一个平台上虚拟事物的变化可以在

另一个平台上体现出来，由此实现了穿透现实和不同虚拟世界的经济体系。此外，从社

会的角度，元宇宙协同还包含在元宇宙中形成有组织的社区以及相应的社区自治，以及

实现不同元宇宙之间的文化交流。元宇宙协同极大地增强了元宇宙的功能性和吸引力，

让元宇宙不仅成为一个生动真实的虚拟环境，还支持了其作为未来数字生活和工作空间

的核心地位，为持续的技术创新和社会变革创造了重要条件。 

在元宇宙中，用户不断地分享和交互个人信息、参与经济活动并构建社交网络，不

同的元宇宙之间也在共享数据和资源。若安全措施不足，用户将面临数据泄露、金融诈

骗和身份盗窃等风险。有效的协同安全机制能够确保跨平台互操作性不会成为潜在的安

全漏洞，保障用户操作的可靠性，从而促进元宇宙的健康发展和用户信任，这对于元宇

宙长期繁荣至关重要。 

随着元宇宙的迅速发展，协同的需求愈发迫切，基于区块链技术的去中心化的数据

服务为此提供了重要的技术基础，这种服务不仅被视为互联网的下一时期的形态——

Web3.0[97]，也成为当前元宇宙概念的核心要素[98]。 

2.5.1 区块链技术原理 

（1） 基本原理 

区块链技术是一种分布式数据库或账本技术，通过网络中多个节点以去中心化的方

式维护和验证数据。这种去中心化的特性为元宇宙构建了一个无需许可、开放透明的协

作基础。 

在元宇宙的场景下，区块链的核心技术原理[99]主要体现在以下几个关键方面： 

 不可篡改的加密结构 
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区块链的基础是“区块”和“链”。如图 2-21 所示，每个区块包含前一个区块的哈希值，

形成链式结构。这种密码学设计确保了数据一旦上链就无法被非法修改。对于元宇宙而

言，这意味着用户的虚拟资产（如土地、装备、数字艺术品）拥有了永久、安全的产权

证明，不会因单一节点的关闭或数据故障而消失。 

 

图 2-21“区块”与“链”的结构图1 

 分布式存储与共识机制 

区块链将数据存储在全网节点上，并通过共识机制（如 PoS、PoW 等）确保所有节

点账本状态的一致性。这种机制保证了元宇宙中虚拟资产的所有权记录、交易历史和身

份信息是真实可信且全网同步的，解决了虚拟世界中的信任难题。目前以太坊已完成从

PoW 到 PoS 的转型，并在 Dencun 升级中进一步优化网络性能[100]。Solana 采用了历史

证明（PoH）与 PoS 相结合的创新共识模型，通过加密时间戳序列实现高吞吐量，这些

都有力支持了元宇宙的实时交互场景。 

 智能合约[101][102] 

区块链的应用已经超越了简单的数据库账本功能。以太坊[103]引入的图灵完备的链

上虚拟机，使得在区块链上部署和执行复杂的业务逻辑成为可能。智能合约是运行在区

块链上的自动执行程序，充当了元宇宙的“底层操作系统”和“商业逻辑层”。它允许

在没有中介的情况下自动执行复杂的交互逻辑（如自动化交易、版税分配、门禁控制等），

是构建元宇宙去中心化经济体系和治理规则的关键。 

（2） 优势和不足 

 
1 Nakamoto S, Bitcoin A. A peer-to-peer electronic cash system[J]. Bitcoin.–URL: https://bitcoin.org/bitcoin.pdf, 2008 

https://bitcoin.org/bitcoin.pdf
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将区块链技术应用于元宇宙后，能为元宇宙的协同带来大量显著的优势： 

 提供去中心化的信任框架 

区块链的去中心化特性意味着没有单一的控制点或故障点，这提高了元宇宙系统的

整体可靠性和抗攻击性。在元宇宙协同中，这种去中心化的信任机制能够确保各种跨平

台交易和互动无需通过第三方中介即可直接进行，从而降低协作成本、提高效率[104]。 

 促进跨平台资产和数据的流动性 

区块链可以使元宇宙中的资产（如虚拟土地、物品或货币）和数据在不同的平台间

流动。通过智能合约和标准化的接口，用户可以将他们的资产从一个虚拟环境无缝迁移

到另一个，实现更广泛的互操作性和用户参与。 

 加强用户协同和社区治理 

去中心化自治组织（DAOs）区块链技术赋予元宇宙独特的组织形式，这种结构使

得元宇宙的用户能够从单纯的消费者转变为共同的所有者和建设者。通过 DAOs，用户

可以投票决定元宇宙的更新、规则变更和资金分配等事务，这种民主化的治理方式增强

了社区的凝聚力和透明度。 

 增加交易和互动的安全性 

区块链的加密技术确保所有交易都是安全的，不可篡改的记录和智能合约的自动执

行减少了人为错误和欺诈的可能。在元宇宙中，这意味着用户在购买、销售或交换虚拟

资产时可以得到代码层面的安全保障。 

 创建持久的、可验证的历史记录 

每个交易和互动都会被永久记录在区块链上，为元宇宙中的每一次活动提供了时间

戳和不可更改的证据。这种透明度和可审计性对于构建这种透明度和可审计性对于构建

元宇宙的信用体系、追溯虚拟商品来源（Provenance）以及确立数字版权至关重要。 

 实现经济模型的创新 

区块链的智能合约允许元宇宙内创建复杂的经济模型，包括创造和交易虚拟商品

（Token 化）、实施自动化的数字版税系统（Creator Economy）以及通过代币经济激励

用户参与。这种新型经济模型为元宇宙的内容创造者提供了直接的变现渠道，为元宇宙

的可持续发展和扩展提供了源源不断的动力。 

然而，区块链技术在元宇宙的大规模应用中仍面临一些挑战[105]： 

 可扩展性问题[106] 

元宇宙的高并发交互对底层基础设施的吞吐量提出了极高要求。许多公链在处理海
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量交易时面临速度和容量限制，容易导致网络拥堵和高昂的费用。为适应元宇宙的需求，

业界正在积极推进 Layer 2 扩展方案（如 Optimism、Arbitrum、zkSync 等）[107][108]和

高性能公链（如 Solana 的 Firedancer 升级）[109]，以及模块化区块链架构，旨在为元宇

宙提供低成本、高响应的底层网络。 

 能源消耗 

传统（PoW）机制的区块链需要庞大的计算资源来维护网络，导致巨大的能源消耗

和环境问题[125]。引发了大量社会关注。但随着行业向 PoS 等低能耗共识机制转型（如

以太坊能源消耗降低 99.95%[111]），能耗和环境问题已大幅改善，这对元宇宙的可持续

发展至关重要，有效降低了大规模虚拟活动的环境成本。 

 用户友好度 

区块链技术的复杂性（如私钥管理、Gas 费等）构成了普通用户进入元宇宙的门槛。

为提升元宇宙的用户体验，账户抽象（Account Abstraction，如 ERC-4337）技术正在推

动智能合约钱包的普及，允许通过社交登录、无助记词恢复等方式降低使用难度[112]，

使元宇宙的 Web3 底层对用户更加友好。 

 数据隐私 

公链的透明性虽然带来了信任，但也暴露了元宇宙用户的链上行为轨迹。为保护元

宇宙中的用户隐私，零知识证明（Zero-Knowledge Proof，如 zkSNARKs）等隐私增强技

术正得到广泛应用[113]。这些技术允许用户在不泄露具体信息的前提下证明身份或资产，

为构建既开放又保护隐私的元宇宙环境提供了解决方案。 

2.5.2 区块链关键技术 

前文中我们探讨了区块链技术的基本原理以及其优缺点，为了克服这些挑战并扩展

区块链的功能，开发者们引入了一系列高级技术解决方案。接下来，我们将逐一介绍其

中几种关键技术，这些技术增强了区块链的功能和性能，大大拓展了其在元宇宙中的应

用场景。 

（1） 智能合约（Smart Contract） 

早在 20 世纪 90 年代，就有学者提出智能合约的概念[114]，以太坊虚拟机的出现使

其成为可能。智能合约本质上是一组运行在区块链虚拟机上的程序代码，这些代码具备

自动执行预设任务或合约条款的能力，通常在满足特定条件时触发。它们允许在没有第
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三方中介的情况下进行可信交易，这些交易是透明的、不可逆的，并且可以追踪。智能

合约是区块链技术的核心特征之一，也被用于许多其他区块链系统中。 

智能合约具备以下特点： 

 自动化：智能合约的一大特点是一旦预设的条件被满足，相关的合约条款将自

动执行。这种自动化减少了人工干预的需要，提高了处理速度和效率。 

 不可更改性：一旦智能合约被部署到区块链上，它的代码就不能被修改。这保

证了程序的稳定性和可靠性。 

 分布式：智能合约在区块链网络上的多个节点中部署和执行，增加了其抗攻击

能力和故障容错性。 

 透明性：合约的条款对所有相关方都是可见的，这增加了操作的透明度。 

一组具有特定功能的智能合约组成了 DApp（去中心化应用）。这些合约共同定义

了 DApp 的业务逻辑和功能，确保了应用的去中心化和自动化执行。智能合约的组合方

式及其与用户界面的集成决定了 DApp 的效能和用户体验。 

随着技术发展，智能合约的安全性和可用性得到持续改进。形式化验证（Formal 

Verification）技术通过数学方法证明合约代码的正确性，减少漏洞风险[115]。可升级合

约模式（如代理模式 Proxy Pattern）允许在保持合约地址不变的情况下更新业务逻辑[116]。

此外，账户抽象（Account Abstraction）技术如 ERC-4337 使智能合约钱包成为"一等公民

"，实现了 gas 费代付、批量交易等高级功能，大幅提升了用户体验[112]。 

（2） 二层网络（Layer 2 Solutions）[117] 

区块链的性能和可扩展性问题一直是困扰其发展的重大问题，也是其应用于元宇宙

的最重要的阻碍之一。二层网络（Layer 2）技术是解决这个问题的重要技术手段之一，

它通过在主链之上构建额外的网络层来处理交易，显著提高了处理速度和降低成本，使

得大规模应用成为可能。 
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图 2-22 不同二层网络技术特性对比2 

主要类型的二层网络技术方案包括： 

 状态通道（State Channels）[118]：状态通道允许用户在区块链之外进行多个交

易，并仅在开始和结束时与主链交互。这些交易在私下完成，最终状态会被提

交到主链。状态通道的一个典型例子是比特币的闪电网络。 

 侧链（Sidechains）[119]：侧链是独立的区块链，与主链并行运行，并通过双向

锚定（两边的资产可以互相转移）与主链交互。侧链可以有自己的共识机制和

区块生成算法，允许进行实验或特定用途的优化。 

 Plasma[120]：Plasma 是一种特殊的框架，创建了一个由主链托管的子链树。每

个子链可以处理大量交易，并定期将压缩后的交易数据提交回主链。这种结构

旨在大幅提高交易吞吐量。 

 Rollups：Rollups 是当前最受关注的 Layer 2 解决方案之一，它们将多个交易组

 
2 https://blog.matter-labs.io/evaluating-ethereum-l2-scaling-solutions-a-comparison-framework-b6b2f410f955  

https://blog.matter-labs.io/evaluating-ethereum-l2-scaling-solutions-a-comparison-framework-b6b2f410f955
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合在一起，在链外处理交易数据，然后将交易数据的一个压缩版本（roll up）提

交到主链。根据数据处理方式的不同，Rollups 可以分为 Optimistic Rollups[121] 

和 ZK Rollups[122][123]。 

 Validium[124]: Validium 是一种扩容解决方案，使用零知识卷叠等有效性证明来

执行交易的完整性，但它不在主网上存储交易数据。 

上述几种二层网络技术的特性对比如图 2-22 所示，这些二层网络技术的出现保证

了不同的元宇宙可以根据其自身的需求建立其独有的二级网络，从而使其既能获得经特

制化处理的高效率，又可以享受底层区块链所带来的安全性。 

以太坊 Dencun 升级后，Layer 2 生态获得显著发展。基于 OP Stack 的 Rollup 网络

（如 Optimism、Base、Blast 等）和基于 zkEVM 的 Rollup（如 zkSync、Scroll、Linea 等）

在 2024 年实现了交易费用降低 90%以上的突破[108]。模块化区块链架构进一步推动了

这一趋势：数据可用性层（如 Celestia、EigenDA）将数据存储与执行分离，使 Layer 2

可以选择更经济的数据发布方案[125]；共享排序器（Shared Sequencer）和基于再质押的

安全共享（如 EigenLayer 提供的 AVS 服务）降低了独立 Layer 2 的启动成本和安全风险

[126]。这些创新为元宇宙应用提供了更灵活、更经济的基础设施选择。 

（3） 跨链桥（Cross-Chain Bridges） 

跨链桥（Cross-Chain Bridge）[119]是一种技术，允许在不同的区块链网络之间转移

资产和/或数据。这种技术使得原本在单一区块链上独立运行的资产和信息可以在多个

不同的区块链平台之间进行互操作和交换。跨链桥解决了区块链生态系统中的孤岛问题，

提高了各个区块链平台的连通性和功能性[127][128]。如图 2-23 所示，目前已有数十种

不同的跨链桥用来实现各类区块链资产间的联通。 

跨链桥的工作原理通常涉及以下几个步骤： 

 锁定源链资产：用户首先在原始区块链（源链）上锁定希望转移的资产。这通

常通过发送资产到一个特定的智能合约地址来完成，该地址由跨链桥的运营者

控制。 

 发行代表资产的代币：在目标区块链（目标链）上，跨链桥会发行等量的代币，

这些代币代表被锁定的原始资产。例如，将比特币转移到以太坊上时，可能会

发行等额的 Wrapped Bitcoin （wBTC）。 

 赎回和解锁：当用户希望将资产转回原始区块链时，他们需要在目标链上将代
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币发送回跨链桥的合约，合约随后会销毁这些代币，并在源链上解锁原始资产，

返回给用户。 

 

 

图 2-23 目前已经有几十种不同的跨链桥3 

从跨链桥的可信任程度上，我们一般对其分成两大类[127]： 

 需信任（Trusted）链桥。它们使用一组外部验证者（具有多重签名的联盟、多

方计算系统、预言机网络）跨链发送数据。因此，它们可以提供出色的连通性，

并完全支持跨链通用信息传递。在速度和成本效益方面它们通常也表现良好。 

 去信任（Trust-less）链桥。这类链桥依靠它们连接的区块链及其验证者来传输

信息和代币。它们是“去信任”的，因为它们没有增加新的信任假设（区块链除

外）。 

跨链桥在元宇宙协同中扮演了重要的角色，因为它们允许不同区块链网络之间的资

产和数据互操作[129]。这是实现元宇宙不同平台和应用之间无缝整合的基础，有助于打

造一个连贯、统一的虚拟体验，实现不同元宇宙中资产的互通和流动，也便于数据及服

务的共享和合作。 

然而，跨链桥也面临显著的安全挑战。2022 年以来，Ronin、Nomad、Wormhole、

Multichain 等跨链桥遭受重大安全攻击，累计损失超过 20 亿美元[130]。为提升安全性，

业界正在探索多种新型解决方案：轻客户端桥（Light Client Bridge）通过在目标链上验

 
3 https://medium.com/1kxnetwork/blockchain-bridges-5db6afac44f8  

https://medium.com/1kxnetwork/blockchain-bridges-5db6afac44f8
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证源链的区块头实现去信任跨链[131]；共享验证/再质押安全模型（如 EigenLayer）允许

多个跨链桥共享以太坊验证者的安全性[125]；此外，跨链桥也开始区分资产桥（Asset 

Bridge）和消息桥（Message Bridge），后者专注于跨链消息传递，为更复杂的跨链应用

提供基础[132]。 

（4） 预言机（Oracles） 

预言机（Oracle）是区块链技术中的一个重要组成部分，它的主要功能是作为链外

数据源和区块链（链内）之间的桥梁。区块链是封闭的系统[133]，无法直接访问外部的

数据，预言机解决了这一问题，它允许智能合约根据现实世界的数据事件自动执行操作，

这些数据包括但不限于股票价格、天气信息、体育比赛结果等[134]。随着技术的发展，

一些新的预言机为区块链提供了更加复杂和可靠的服务，比如引入去中心化网络的

Chainlink[135][136][137]。 

预言机的工作原理通常涉及以下几个步骤： 

 数据收集：预言机从各种外部数据源收集信息。这些数据源可能是数据库、网

站、API 接口或其他实时数据提供者。 

 数据验证：为保证数据的准确性和安全性，预言机可能会从多个源收集同一数

据，通过某种形式的共识机制验证数据的正确性。 

 数据传输：验证后的数据被传输到区块链网络，智能合约根据这些数据执行预

设的逻辑。例如，根据最新的股票价格自动执行交易。 

此外，2020 年自动做市商（AMM）[138]技术的出现，使得虚拟世界能够通过简单

的数学公式和人的套利行为相结合，将现实世界的价格信息反映到区块链上。 

预言机加强了虚拟和现实世界之间的互动，使元宇宙能够更为真实地反映并响应现

实世界的变化，同时也增强了元宇宙平台的功能性和互动性。这些特性对于构建一个多

元化且互动性强的元宇宙生态系统至关重要。 

预言机生态在近年来呈现多元化发展。除 Chainlink 外，Pyth Network 专注于高频金

融数据，通过与交易所和做市商直接合作提供亚秒级价格更新[139]；Band Protocol 采用

委托权益证明（DPoS）机制，为多链环境提供定制化数据服务[140]；API3 通过 Airnode

技术使 API 提供商能够直接成为预言机节点，减少中间环节[141]。此外，去中心化物理

基础设施网络（DePIN）的兴起为预言机带来了新的数据源，传感器网络、物联网设备

可以为元宇宙提供实时的物理世界数据[https://messari.io/report/depin]。预言机与 AI 的结
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合也在探索中，使智能合约能够访问 AI 模型推理结果，为元宇宙中的智能体提供决策

支持。 

（5） 非同质化代币（NFTs） 

NFT 是“非同质化代币”（Non-Fungible Token）[142][143]的缩写，代表一种独特的、

不可互换的数字资产，它使用区块链技术来证明所有权和真实性。与传统的数字货币或

加密货币不同，如比特币或以太坊这些是可互换的（即一个单位可以无差别地与另一个

同样单位交换），NFT 则每一个都具有独一无二的属性和价值。 

在元宇宙中，非同质化代币（NFTs）主要用于确立和转让虚拟资产的所有权，如虚

拟艺术品、服装和地块，支持艺术家和创作者通过确保版权来保护和货币化他们的作品

[144]，也让虚拟财产所有者（如游戏玩家）能够更有效的保证自己的虚拟资产。 

以太坊上最早的 NFT 协议标准是 ERC-721[142]提出的协议，这也是最为广泛接受

的 NFT 项目标准。在此之后，大量支持更多功能或特质的 NFT 标准被提出，比如支持

批量转账的 ERC-1155[143]、可存储动态数据的 ERC-1948[145]、支持版税机制的 ERC-

2981[146]、适用于 NFT 保单的 ERC-1523[147]等。配合智能合约，这些新的 NFT 标准

为元宇宙提供了复杂且多样化的功能，比如复杂资产所有权、交易功能和经济激励模型

等，极大丰富了元宇宙的交互性和商业潜力。 

NFT 应用正在从单纯的数字收藏品向更广泛的场景拓展。动态 NFT（dNFT）可根

据外部条件或链上事件自动更新元数据，为游戏装备升级、会员权益变更等场景提供技

术支持[148]。现实世界资产代币化（RWA）将房地产、艺术品等传统资产以 NFT 形式

上链，促进了传统金融与区块链的融合[149]。灵魂绑定代币（Soulbound Token, SBT）作

为不可转让的 NFT，用于表示身份、资质、声誉等，为元宇宙中的去中心化身份系统提

供基础[150]。这些创新应用展示了 NFT 技术在元宇宙生态中的多样化潜力。 

（6） 去中心化自治组织（DAOs） 

去中心化自治组织（DAOs）[151]是一种基于区块链技术的组织形式，通过智能合

约自动执行组织的决策和运营，无需传统的管理层或中心化的控制结构。在 DAO 中，

所有的决策都是通过社区成员的投票来进行，确保每个成员都能直接参与到组织的治理

中[152]。 

在元宇宙中，DAOs 可以发挥构建和管理虚拟社区或项目的关键角色。它们使用户

能够共同管理和决定元宇宙空间内的规则、资产分配及发展方向，从而促进了一种公平、
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透明且去中心化的社交和经济结构。DAOs 通过提供一种民主化的治理机制，强化了用

户的参与感和归属感，有助于推动元宇宙平台和项目的长期繁荣和创新。 

虽然目前 DAOs 的实践仍然存在因财富/代币集中导致的问题，但是因为开放的标

准和基础设施允许人们在必要的时候用脚投票甚至进行分叉，使得基于区块链的治理系

统和所有权层构成了中立元宇宙基础设施的必要条件[153]。 

DAOs 治理机制在不断创新和完善。模块化治理框架（如 Aragon OSx、Tally）提供

了可定制的治理模块，使 DAO 可以灵活选择投票机制、提案流程和执行方式[154]。二

次投票（Quadratic Voting）通过非线性投票权重分配，缓解了"一币一票"带来的 plutocracy

问题[155]。追溯性公共物品融资（Retroactive Public Goods Funding, RPGF）由 Optimism

等项目实践，根据项目实际产生的价值进行事后奖励，激励长期建设者[156]。此外，DAO

与 AI 代理（AI Agent）的结合也在探索中，AI 可以辅助提案分析、投票建议和自动化

执行，提升治理效率；最新研究表明，AI 代理的投票决策已能与人类投票结果保持高度

一致，并可通过解释提案内容和检索历史数据来增强治理透明度[157][158]。这些创新为

元宇宙中的社区治理和价值分配提供了更多可能性。 

此外，作为一个蓬勃发展的技术领域，大量区块链相关的新技术和新理念不断涌现

出来，譬如历史证明（PoH）[159]、再质押（Restaking）和主动验证服务（AVS）[160]、

意图驱动架构（Intent-Centric Architecture）、可验证计算（Verifiable Computation）、去

中心化存储与检索等，由于篇幅限制，本文难以一一展开详述。这些技术不断拓展区块

链的功能和性能的边界，为其在元宇宙中的应用打下了坚实的基础，为元宇宙间的协同、

现实与元宇宙之间信息交互提供了重要的技术方案。 

2.5.3 元宇宙协同安全 

由于各个元宇宙在架构、管理和用户群体上的差异性，传统的中心化身份管理难以

适用于去中心化的元宇宙；通信安全需要确保数据在跨元宇宙传输过程中的完整性和机

密性；数据安全需要保护在采集、共享、存储和交易过程中的隐私和完整性；计算安全

则必须保障协同计算过程中的数据不被泄露和滥用。此外，监管审计在保障数据安全和

合规性上也扮演着重要角色。 

本节将详细探讨这些方面的安全威胁及其应对技术，以期为实现安全、高效的元宇

宙协同提供指导和参考。 
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（1） 用户身份安全 

元宇宙是一个多用户的虚拟环境，用户来自不同的元宇宙平台、应用等。用户的身

份安全是元宇宙协同的基础，即不同平台和应用之间用户能够轻松迁移并保持身份的安

全性。然而，传统的中心化身份管理技术难以适用于去中心化的元宇宙环境。如图 2-24

所示，为了保障元宇宙协同下的身份安全，需要从以下四方面实现去中心化的身份管理。 

 

图 2-24 元宇宙协同中的用户身份安全 

 身份认证：在元宇宙协同中，用户可能需要在不同的虚拟世界和平台之间无缝

移动他们的身份。分布式身份技术（例如 W3C 的 DID 标准[161]）具有去中心

化和用户自主控制的特点，使用户能够携带自己的身份认证信息跨越不同的应

用场景。这可以促进整个元宇宙生态系统的开放性、互操作性和增长潜力。元

宇宙安全实施需要遵循结构化顺序,首先建立基础安全架构,随后处理身份管理、

隐私控制和信任构建[162]。区块链透明且不可篡改的记录保存,赋予了用户对个

人数据访问的控制权，有效增强了物联网驱动的元宇宙系统的信任度[163]。 

 角色管理：通过门限密码[164]、分布式密钥生成技术[165]等构建元宇宙用户角

色管理委员会，确保任何角色管理操作都需要达到预设的管理者数量的同意，

从而实现去中心化的授权与决策。此外，每个角色管理委员会成员仅掌握密钥

片段，即使部分信息泄露，也能保持元宇宙系统的安全性。基于格密码的去中

心化分布式密钥生成(DKG)协议通过 SIS 承诺验证、Ring-LWE 秘密共享和安全

多方密钥派生,在不重构私钥的情况下维持后量子安全性[166]。 

 数据确权：在元宇宙中，数字资产如虚拟土地、艺术品（NFT）、游戏道具等

具有真实经济价值。利用区块链的分布式账本特性，可以创建不可篡改的所有
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权记录，确保每个数据资产的唯一性、可追溯性和所有权透明度。区块链智能

合约[167]能够自动执行合同条款，无需第三方介入，可以用来规定数字资产的

使用、转让、收益分配等规则，从而实现自动化的确权和执行，减少纠纷。基

于区块链的自主身份钱包作为元宇宙身份验证和资产管理的基础设施,将访问

权限、凭证和声誉以可携带方式进行连接,成为数字经济标准制定的关键要素

[168]。通过 NFT 实现现实世界资产(RWA)代币化,支持房地产、大宗商品等资

产的分数化所有权,提供了新的投资机会和市场效率[169]。 

 访问控制：根据用户在元宇宙中的角色（如游客、居民、管理员等），分配相

应的访问权限。基于角色的访问控制[170]减少了权限管理的复杂性，并确保用

户只能访问与其角色相关的资源。云端元宇宙的访问控制模型需强调最小权限

原则、职责分离、基于角色的访问控制(RBAC)、纵深防御以及可审计性和可问

责性等核心原则[171]。上下文访问控制机制根据虚拟环境风险动态调整安全要

求,结合去中心化身份验证支持基于区块链的凭证,以保护虚拟资产[172]。 

（2） 通信安全 

在元宇宙协同场景中，通信安全扮演着至关重要的角色。不同元宇宙之间的数据交

换和交互操作需要通过安全的通信渠道进行，以防止数据在传输过程中被窃取、篡改或

泄露。在元宇宙协同场景下，确保不同元宇宙能够安全通信的关键技术可分为以下三个

方面。 

 安全通讯协议：安全通讯协议是构建数据传输防护网的关键。如图 2-25 所示，

安全通讯协议确保了跨元宇宙数据交换的完整性、认证性和机密性。例如，使

用 TLS/SSL（Transport Layer Security/Secure Sockets Layer）[173]协议可以为通

信双方提供端到端的加密，防止中间人攻击和数据被窃听。更进一步，采用量

子安全加密技术，如量子密钥分发（Quantum Key Distribution， QKD）[174]，

可以在未来抵御潜在的量子计算机攻击，为元宇宙间的超安全通信奠定基础。

基于格密码的后量子属性加密(ABAC)方案与多项式函数技术相结合,为元宇宙

数据管理提供了灵活且安全的数据共享框架 ,同时具备抵御量子攻击的能力

[175]。 
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图 2-25 安全通讯协议 

 匿名通信：匿名性是在元宇宙交互中保护用户隐私的重要方面[176][177]。利用

诸如 Tor 网络（如图 2-26 所示）或零知识证明（Zero-Knowledge Proof）[178]

（如图 2-27 所示）的匿名通信技术，用户能够在不透露自己真实身份或敏感信

息的前提下参与跨元宇宙活动。零知识证明技术尤其强大，它允许一方证明其

拥有某些信息、是某种状态或能执行某项计算，而无需揭露除断言真实性以外

的任何信息。这在验证用户权限或资产所有权时尤为关键，同时保持用户隐私

完整无损。元宇宙无线通信系统中零知识证明等技术的集成,通过理论洞察与实

证证据的结合,增强了隐私保护、安全性和操作效率[179]。 

 

 

图 2-26 匿名通信技术中的 Tor 网络 
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图 2-27 匿名通信技术中的零知识证明 

 流量安全：为了维护元宇宙间数据流动的安全性，实施高效的流量安全机制至

关重要。如图 2-28 所示，流量安全机制包括但不限于入侵检测系统（Intrusion 

Detection Systems， IDS）和入侵防御系统（Intrusion Prevention Systems， IPS）

[180][181][182]，它们能够监控网络流量，识别并阻止恶意行为。此外，采用分

布式账本技术（如区块链）可以为交易和信息交换提供不可篡改的记录，确保

数据源头的可追溯性和交易的透明度，同时利用智能合约自动执行规则，增加

安全性。 

 

图 2-28 流量安全机制 

（3） 数据安全 

在元宇宙协同场景中，根据不同元宇宙的安全需求，协同过程中需确保隐私数据不

泄露，同时保证数据的真实性与完整性，从而维护元宇宙交互的安全与公平性。如图 2-29

所示，本文总结了元宇宙协同中数据采集、数据共享、数据存储和数据交易四类场景的

安全技术。 
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图 2-29 元宇宙协同中的数据安全 

 数据采集安全：确保源数据真实可靠，采集端需预处理数据，利用真值发现算

法[183]和机器学习进行数据清洗[184]、异常检测，剔除噪声或异常数据，并防

御数据投毒攻击[185]，提高数据质量。 

 数据共享安全：确保共享数据的完整性和真实性，以保障数据共享的正确性。

通过哈希数字摘要 [186]和承诺技术 [187]，结合零知识证明 [188]（如 zk-
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SNARKs[189]），在隐私保护的同时保障数据完整性和真实性。引入代理重加

密技术[190]，确保数据在传输过程中的机密性。使用范围证明技术[191]，分享

者可以在不暴露原数据的情况下共享统计结果和验证结果。结合同态加密或安

全多方计算[192]，在加密数据上直接进行可验证计算，避免数据解密过程中的

泄露风险。结合匿名凭证技术，验证数据来源的真实可靠。 

 数据存储安全：为保障数据存储安全，使用区块链技术[193]和 IPFS 存储数据

[194]，分布式存储消除单点故障风险，提高抗攻击性。IPFS 通过内容寻址减少

链上存储开销。在节点故障时，通过共识机制恢复数据存储。区块链不可篡改

的特性保障数据真实性、完整性及可追溯性。结合公开可验证的可检索性证明

[195]，提供高效的完整性审计，防止数据在未被察觉的情况下遭破坏或丢失。

结合抗量子的加密技术[196]保护数据隐私。结合 Merkle 树技术[197]轻量化链

上存储，减少存储开销，提高查询效率。通过跨链查询技术[198]，不同元宇宙

间在保持数据隐私和安全前提下进行数据访问和验证，进一步提高协同效率。 

 数据交易安全：数据资产交易是元宇宙协同的重要目的之一。结合智能合约、

区块链和跨链技术，使交易逻辑透明、支付追责自动化，保障数据资产交易的

公平性和记录可追溯性。通过细粒度的并发控制与确定性回滚机制[199]，确保

高并发、复杂场景下数据处理状态的正确性和一致性。结合匿名凭证、零知识

证明和范围证明技术，在保护交易数据与交易者隐私的同时完成资金、数据验

证和身份认证，保证数据资产交易的安全可靠。 

（4） 计算安全 

在元宇宙协同中，涉及大量个人和敏感数据，如用户身份、行为记录和虚拟资产。

隐私计算技术对数据进行处理和分析，防止数据泄露和滥用，保护用户的隐私权益保证

协同过程的计算安全。这不仅能够提高数据处理的安全性和可靠性，还能增强用户对元

宇宙平台的信任，促进元宇宙的健康和可持续发展。如图 2-30 所示，计算安全的主要技

术包括同态加密（Homomorphic Encryption）、安全多方计算（Secure Multi-Party 

Computation， MPC）、可信执行环境（Trusted Execution Environment， TEE）、联邦

学习（Federated Learning）和差分隐私（Differential Privacy）等。 
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图 2-30 元宇宙协同中的计算安全 

 同态加密：同态加密允许在不解密数据的情况下直接对加密数据进行计算[200]，

从而在云端或其他不可信环境中执行数据处理任务时确保数据的隐私和安全。

这种技术通过对加密数据进行数学运算，使计算结果在解密后与对未加密数据

进行相同运算的结果一致，从而保护数据的机密性[201]。 

 安全多方计算：安全多方计算[202]让多个参与方在不泄露各自输入数据的情况

下共同完成计算任务。通过复杂的加密协议和算法，确保计算过程中的每一步

都保证数据的保密性和正确性，从而实现协同计算的安全。引入神经网络分类

器[203]实现对数据泄露漏洞的自动检测，进一步增强了 MPC 系统的实际安全

性。 

 可信执行环境：可信执行环境[204]提供了一个安全区域，允许在主操作系统之

外执行敏感代码和处理敏感数据。TEE 依赖硬件支持，防止未经授权的访问和

修改，确保计算过程的完整性和机密性。典型的 TEE 如 ARM TrustZone[205]，

通过隔离敏感操作和数据，实现更高的安全性；SGX[206]则通过构建的“飞地”

抵御包括操作系统在内的特权软件攻击，从而确保关键计算逻辑的安全执行。 

 联邦学习：联邦学习是一种分布式机器学习技术[207]，允许各方在不共享原始

数据的情况下共同训练模型。通过仅交换模型参数而非数据本身，保护数据隐

私。MOON（Model-Contrastive Federated Learning）通过对比模型表示来校正各

参与方的本地训练，提高了非独立同分布数据（non-IID data）下联邦学习的性

能。 

 差分隐私：差分隐私[208]是一种通过向数据中添加精心设计的数学噪声，来实
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现隐私保护的技术。它能够在保证数据可用性的前提下，确保任何单个数据项

的存留都不会对统计分析结果产生显著影响，从而防止从计算结果中反推并识

别出特定个体的信息。 

（5） 监管审计 

在元宇宙协同场景中，数据的监管与审计至关重要。随着元宇宙协同的进行，用户

在虚拟环境中生成的大量数据会一并进行数据流通。由于各个元宇宙之间信任程度不同，

数据跨域流通需要得到严格保护，防止数据泄露、滥用和垄断，以确保元宇宙协同过程

中的数据安全，推动元宇宙协同健康、有序地发展。 

数据监管是保障用户隐私和数据安全的核心。如图 2-31 所示，在元宇宙协同场景

下，数据生命周期管理（Data Lifecycle Management，DLM）[209]可以提供全局性的管

理框架，从数据生成到销毁的每一个环节进行系统性控制，确保数据在各个元宇宙场景

下始终安全、合规且高效。随着元宇宙数据形态的多样化，多模态数据分类技术[210]被

引入到监管体系中，通过对行为数据、传感器数据、语音与文本信息以及三维内容进行

统一识别与分类，为 DLM 提供更准确的数据类型管理与风险分级依据。与此同时，数

据水印（Data Watermarking）[211]技术在微观层面对具体数据进行精准的监控和追踪，

增强数据的安全性和可追溯性，实现跨元宇宙数据的有效监管。 

 

图 2-31 元宇宙协同中的数据监管 

数据审计是确保元宇宙企业行为合规的关键手段。如图 2-32 所示，元宇宙协同中的

数据审计方法主要包括，通过定期审计，评估和验证元宇宙协同场景下跨域数据管理实

践的有效性和合规性，确保用户数据的安全和隐私保护。区块链技术[212]的引入，可以
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提升数据审计的透明度和可信度。由于区块链的不可篡改性和去中心化特点，将审计记

录写入区块链可以确保所有操作和更改被记录在案，实现审计过程的透明和可追溯。此

外，零知识证明（Zero-Knowledge Proof，ZKP）[213]技术也在数据审计中发挥重要作用。

零知识证明技术允许在不泄露数据内容的前提下验证数据的真实性和完整性，从而在进

行数据审计的过程中保护用户隐私。 

 

图 2-32 元宇宙协同中的数据审计 

综上所述，元宇宙协同中的安全问题主要包括用户身份、通信、数据、计算和监管

审计等多个方面。用户身份安全是元宇宙协同的基础，通过去中心化的身份管理技术实

现用户身份的安全迁移。通信安全保障元宇宙间的数据交换和交互操作的完整性和机密

性，采用安全通讯协议、匿名通信和流量安全技术。数据安全通过保护数据的采集、共

享、存储和交易过程中的隐私和完整性来维护元宇宙的交互安全。计算安全则通过隐私

计算技术保护用户数据，确保计算过程的安全性和可靠性。监管审计通过数据生命周期

管理和数据水印技术，确保数据的安全和合规，增强用户对元宇宙平台的信任。综合运

用这些技术，元宇宙协同可以在不同平台和应用之间实现安全、高效的互动，促进元宇

宙生态系统的健康发展。 

2.6 元宇宙交互 

在元宇宙的世界中，交互技术是连接虚拟和现实的重要桥梁。随着科技的发展，交

互方式变得越来越多样和复杂。显示技术决定了用户的视觉体验和沉浸感，多模态交互
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通过结合多种感官输入提升了用户的参与度，而多模态情感计算则通过分析用户的情感

信号增强了情感互动体验。这些技术共同推动了元宇宙交互的进步。 

2.6.1 信息显示 

人对信息的接受 80%来自于视觉，视觉交互是人类接受外界信息的重要渠道之一。

目前的视觉交互都是基于显示技术而实现的，下面对元宇宙中的主要显示技术分别进行

介绍。 

显示技术的总体分类如图 2-33 所示，其中 2D 显示技术是目前最常用的显示技术，

通过在平面或曲面屏幕上显示 2D 图像来传递信息，目前常见的 2D 显示屏有 LCD、

OLED、LED、MiniLED 和 MicroLED 等[214]。由于显示幅面以及分辨率的限制，在视

觉交互过程中 LCD、OLED 和 LED 的 2D 显示屏无法提供更多的信息。随着 MiniLED

和 MicroLED 等技术的发展，2D 显示的性能得到显著提高。MiniLED 背光技术已实现

2000 +级分区控光，峰值亮度突破 10000 尼特，MicroLED 直显产品则达成 4000 PPI 以

上超高分辨率，可以传递的信息总量大大提升。此外，由于眼球的特殊生理构造，人眼

观看到的范围是一个 120°的弧形区域，为了充分利用人眼的观看区域，研究者提出了

曲面 2D 显示器，相比传统的平面显示器，曲面显示器更加贴合人眼的生理弧度，近年

来曲面/异形 2D 显示技术发展迅速，能大幅提升使用者的被包裹感和沉浸感。未来 2D

显示技术更是朝着更高分辨率和柔性等方向发展。 

由于人眼在现实生活中接受的是 3D 信息，而 2D 显示技术无法传递物体场景的深

度信息，存在信息缺失的问题。3D 显示技术的出现，解决了 2D 显示技术无法传递物体

场景深度信息的问题。3D 显示是指采用光电和计算机等多种技术手段来模拟实现人眼

的立体视觉特性，将空间物体以 3D 信息再现出来，呈现出具有纵深感的一种显示方式，

具有强震撼和高逼真等特点。3D 显示技术是元宇宙交互领域的关键技术，通过 3D 显示

设备进入元宇宙可以将虚拟世界与现实世界进行密切融合。3D 显示技术主要分为助视

3D 显示技术和裸眼 3D 显示技术[215]。 
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图 2-33 显示技术的分类 

助视 3D 显示技术主要包括头戴式 3D 显示技术、分色 3D 显示技术、偏振 3D 显示

技术和快门 3D 显示技术。其中头戴式 3D 显示技术是目前元宇宙的主要显示。头戴式

3D 显示技术是将显示设备集成在一个紧凑的外壳中，通过提供空间计算和视觉平台，

实现虚实信息的无缝融合，从而为观看者提供更好的沉浸式体验和更自然的人机交互方

式[216]。传统的透射式头戴显示技术基于反射和折射透镜元件来实现，视场角受到透

镜厚度和焦距的限制，同时系统体积较大，影响佩戴舒适度[217]。近年来，随着光学领

域成像技术的不断发展，自由曲面头戴显示技术、波导头戴显示技术、视网膜投影技术

和全息头戴显示技术等逐渐成为研究热点[218]。自由曲面头戴显示基于没有任何对称

性的复杂曲面来设计，在扩大视场角的同时提高了光学透射率，然而系统重量和体积较

大。波导头戴显示技术利用波导元件对传输光线进行全反射，大幅减小了光学元件的厚

度，使得系统轻薄化，同时外界场景也可直接进入人眼，实现了虚拟与现实的融合。视

网膜投影技术利用 Maxwellian view 原理，保证很小光束的光线直接进入人眼即可看到

图像，该技术一般采用激光扫面系统作为显示源，存在出瞳小、人眼观看范围受限的问

题。全息头戴显示技术基于光的干涉和衍射原理，能够精确调控光波前，提供人眼视觉

所需要的全部深度信息，记录并重建出原物体逼真的立体像，为头戴式近眼显示技术的

发展提供了新的方案，目前成为了最具潜力的头戴显示技术之一。随着人工智能技术的

蓬勃发展，波导全息显示技术与人工智能驱动算法相融合，显著提升了头戴式近眼显示

系统的紧凑性[219]。未来应用于元宇宙交互技术的头戴显示技术正朝着轻量化、大视

角和高分辨率等方向发展。 

裸眼 3D 显示技术主要分为视差 3D 显示技术、光场 3D 显示和全息 3D 显示技术等

[220]。目前应用于元宇宙交互技术中主流的 3D 显示技术为视差 3D 显示技术。视差 3D
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显示技术是通过光栅或柱透镜将显示器显示的图像进行分光，根据人眼所在位置，对光

线传播的路径进行一定方式的控制，使人的双眼能够接收到不同的图像，经过大脑融合

之后形成 3D 视觉。视差 3D 显示技术可以让人区分物体的远近，从而为观看者提供真

实的 3D 信息，具有成本低和结构简单等优点。但由于人观看视差 3D 显示器时，聚焦

位置固定在显示器所在平面上，在大脑融合视差信息时存在辐辏冲突，因此长时间观看

会存在眩晕不适。光场 3D 显示技术通过采集记录人眼观察到的真实 3D 场景的光场分

布，在空间中再现完整的光场信息，从而使人双眼的聚焦位置和会聚角度符合现实物体

的规律，消除了 3D 眩晕，并具有可多人观看等优点，成为了最具发展潜力的裸眼 3D 显

示技术之一。全息 3D 显示技术通常需要借助计算机来生成全息图，同时通过空间光调

制器来对输入光进行调制进而再现出 3D 场景。得益于人工智能技术的快速进步，全息

3D 显示技术正处于一个新的发展浪潮之中。然而，全息 3D 显示尚存在计算速度慢、视

角小和分辨率低等问题。因此，现有的全息 3D 显示的性能离市场应用需求仍有一定的

距离。目前，实时大视角高分辨率全息 3D 显示技术是全息 3D 显示技术的主要发展方

向。 

2.6.2 多模态交互 

在元宇宙中，交互方式的升级是其核心特征之一。这种升级不仅体现在交互界面从

传统的二维变为沉浸式的三维，还体现在交互模态从单一模态向多模态的演变。多模态

交互，如图 2-34 所示，让用户能够更加自然和直观地与元宇宙中的目标进行互动。 

 

图 2-34 多模态交互 

在输入方式方面，用户可以通过手势、眼动和全身动作进行交互，这些方法提升了
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用户体验的沉浸感和真实感。此外，语音交互也成为了一种重要的输入方式，由于其应

用范围广泛，本文不作详细讨论。 

在输出方面，多模态交互不仅限于视觉和听觉，还包括触觉、嗅觉和味觉的体验。

其中，触觉交互是当前研究的热点，致力于通过触觉反馈增强用户在虚拟环境中的真实

感和互动性。通过多模态的输入和输出，元宇宙为用户提供了更加丰富和多样化的互动

体验，开启了全新的数字互动时代。 

（1） 手势交互 

手势交互技术是通过捕捉和识别用户手部动作来实现人与计算机的自然互动。硬件

方面，手势识别系统需要高帧率成像设备，以确保流畅的交互体验。Leap Motion 等设

备基于结构光和红外技术，通过发射红外光线并捕捉反射数据，精确地重建手部的 3D

模型。软件方面，手势识别技术经历了从传统计算机视觉方法到深度学习和变压器架构

[221][222]的演进，提升了识别的准确性和鲁棒性。这些进展使得手势识别技术在虚拟

对象操作、界面控制和虚拟社交互动等应用场景中，提供了自然、直观且高效的交互体

验。 

尽管手势交互技术取得了显著进展，但仍面临诸多挑战。首先，如何在自然环境中

实现高鲁棒性的手势识别是一个主要难题。现有的许多方法在处理遮挡和光线变化时表

现不佳。高动态范围（HDR）传感器、深度传感器、红外摄像头（如 Leap Motion 使用

的红外技术）以及先进图像处理算法和机器学习技术的结合，能够在各种光线条件和部

分遮挡情况下保持识别的稳定性和准确性。此外，双手交互场景中的手势识别更加复杂，

因为两只手之间的相对位置和互动关系增加了算法的复杂性。为了解决这些问题，

4DHands[222]方法探索了关系感知标记和时空交互推理模块，从而提升了复杂场景下的

手部重建精度和稳定性。研究者进一步利用 Transformer架构处理手与物体的复杂交互，

例如 EasyHOI[223]提出了基于大规模视觉模型的手-物交互重建框架，在面对复杂遮挡、

强镜面反射、手指与物体的细粒度接触关系等真实世界场景时表现出显著的稳健性。 

这类方法的出现表明，随着预训练视觉模型、Transformer 架构和轻量化优化策略

的结合，复杂手势与手-物体交互的建模正在从“局部几何推断”迈向“全局语义理解”。

通过对更高层特征的捕捉和跨实体关系的统一建模，手部姿态估计在复杂环境下的精度

与稳定性将持续提高，如图 2-35所示。 
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图 2-35 基于大规模视觉模型的手-物交互重建框架[223] 

未来，手势识别技术的发展趋势集中在提高精度、降低延迟以及适应复杂环境。2024 

年发布的消费级空间计算设备（如 Apple Vision Pro）在系统层面采用“注视选中 + 

轻捏确认”的眼-手融合范式，并在渲染管线中普遍集成基于注视的焦点渲染技术，进

一步验证了高精度手势与眼动追踪融合作为自然交互主范式的可行性和市场接受度

[224]。机器学习和深度学习的持续进步，将推动更复杂和精确的手势识别模型的研发，

增强用户在虚拟环境中的自然交互体验。Leap Motion 等基于结构光和红外技术的设备

将继续在手势识别中发挥重要作用，通过高精度的 3D 手部模型重建，实现更加细致和

准确的手势识别。同时，通过整合多种传感器数据和优化算法，手势识别技术将在不同

光线条件和部分遮挡情况下表现出色，并减少感知和计算延迟，提高交互流畅度。手势

识别技术的不断进步，将为用户提供更加直观、沉浸和高效的交互体验，推动元宇宙技

术的发展与普及。 

（2） 肢体交互 

肢体交互技术通过检测和解释人体动作及姿态，实现人与计算设备或环境之间的自

然互动。常见的技术包括基于视觉、惯性传感器、无线电信号和电场感应的解决方案。

其中，视觉传感技术（如 RGBD 和红外摄像头）因其数据收集和标注方便而广泛应用于

人体动作识别（HAR）和人机交互（HCI） 。惯性传感器技术（如 IMU）因其低功耗、

小体积和低成本的特点，在长时间穿戴场景中也有广泛应用。然而，这些技术在实际应
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用中仍面临遮挡、光照条件和长期漂移等问题 。 

最近，研究人员探索了一些新兴的感应技术，以弥补现有解决方案的不足。其中，

基于体域电场的感应技术[225]因其非侵入性、高灵敏度等特点，逐渐受到关注。这种技

术可以通过检测人体周围电场的变化，识别人类动作和姿态，应用于智能家居、健康监

测等领域。 

尽管肢体交互技术在多种应用中显示出巨大的潜力，但其广泛部署仍面临诸多挑战。

首先是鲁棒性问题。例如，基于视觉的解决方案容易受到光照和遮挡的影响，尽管

ViTPose++[226]等基于 Transformer 的新一代通用体姿态估计模型已大幅提升了其鲁

棒性[227]），而惯性传感器的长时间使用可能导致数据漂移 。其次是通用性问题，即

在不同环境和使用者间的一致性能。环境变化（如家庭电器的开关）和使用者的个体差

异（如身高、体重和穿戴物品）都会对感应结果产生影响，从而降低系统的准确性。 

此外，基于体域电场的感应技术虽然具有高灵敏度，但也容易受到环境噪声的干扰。

例如，电器设备的电磁干扰可能会影响感应结果，导致误检或漏检。因此，提高系统在

复杂环境中的鲁棒性和稳定性是当前研究的重点。 

未来，肢体交互技术的发展将朝着更高的准确性、鲁棒性和易用性方向努力。集成

电容芯片的进步和主动屏蔽技术的应用，有望显著提高基于体域电场感应技术的性能。

同时，多传感器融合和连续学习算法的应用，将有助于提高系统的通用性和适应性，使

其能够在不同的环境和使用者间保持一致的性能。 

在具体应用方面，随着穿戴设备和智能家居技术的发展，基于体域电场感应的解决

方案将在健康监测、姿态识别和智能交互等领域发挥重要作用。例如，通过感应电场变

化进行步态分析和手势识别，可以实现更加自然和高效的人机交互体验 。此外，随着技

术的成熟，基于体域电场的感应系统有望在医疗、娱乐和安全等领域得到广泛应用。 

（3） 眼动交互 

眼动追踪是一种通过检测和跟踪用户眼球的运动，确定用户注视点和视线方向的技

术。其工作原理包括数据采集、预处理、瞳孔检测、视线计算、应用映射和反馈机制。

首先，系统通过高分辨率摄像头或红外光传感器捕捉眼部图像，利用图像处理算法检测

瞳孔位置，计算视线方向并将其映射到屏幕上的注视点。这些信息用于实现无接触的界

面操作和用户行为分析。眼动追踪算法包括视线估计部分和标定部分，主要技术路径为

瞳孔角膜反射法[227][228]和基于图像的方法[229][230]。前者通过瞳孔位置和反射点
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计算视线方向，如图 2-36 所示，后者利用深度学习算法从眼部图像中提取特征进行视

线估计，如图 2-37 所示。标定方法包括静态标定、平滑追踪标定、互动标定和隐式标

定，确保眼动数据的准确性和可靠性。 

 

图 2-36 一种单目瞳孔角膜反射法[227] 

 

图 2-37 一种双目深度学习视线估计算法[230] 

眼动追踪面临的主要技术挑战包括提高精度和响应速度。高精度眼动追踪需要先进

的传感器和复杂的算法，但这些技术要求会带来高计算负荷，可能影响实时响应速度。

为解决这一问题，需要优化算法效率，提升硬件性能，并利用并行处理和专用加速芯片，

以确保在不影响精度的前提下，实现快速、实时的眼动追踪。此外，不同用户在使用眼

动追踪设备时存在适应性问题，传统系统应采用个性化校准和自适应算法，确保设备在

多样化用户群体中的高精度和一致性。大规模视觉-语言预训练技术也开始用于眼动估

计。例如 GazeCLIP[231]通过引入文本提示与图像特征的多模态融合，提高了注视估计

在复杂光照、视角变化等条件下的泛化能力，并在跨数据集评测中减少了额外标定的需

求，提升了系统在低标注环境下的易用性。 

眼动追踪技术的发展趋势主要体现在优化渲染、视线控制和个性化推荐方面。焦点
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渲染技术（已在主流 VR/MR 设备中得到商业化应用[224]）通过在用户注视的区域提供

高分辨率图像，提升图像质量和渲染效率。视线控制允许用户通过注视实现无接触的交

互方式，提高自然性和卫生性。个性化推荐则利用用户的视线轨迹数据，推断其兴趣和

偏好，提供个性化内容推荐，提升用户体验。此外，未来的眼动追踪技术还将继续优化

精度和响应速度，提升硬件性能和算法效率，确保在多样化应用场景中的广泛应用和普

及。 

（4） 触觉反馈 

触觉反馈是指通过物理设备再现虚拟世界中人所接触物体的纹理、温度、振动、形

状、刚度、压力等触力觉体验。触觉体验提升了用户的沉浸感，允许用户“触摸”虚拟

对象，使人在元宇宙中获得更真实的交互体验。 

面向元宇宙的触觉反馈设备主要可以分为穿戴式和裸手式两大类，如图 2-38所示。

穿戴式通常以手套或其他可穿戴装置的形式出现。在穿戴设备的内部通过集成柔性传感

器、力反馈结构及温度、纹理、振动等触觉反馈设备，将虚拟环境中的触觉信号准确传

递给用户。目前，已经有一些商用产品如 Dexmo[232]、HaptX[233]和 SenseGlove[234]

等，实现了基于手套的多种触觉模态融合反馈，但与高保真触觉反馈相比仍存在一定差

距。例如，Dexmo 手套能够提供五指力反馈，使用户在虚拟环境中感受到抓握物体的阻

力[232]。HaptX 手套利用微流体技术，模拟皮肤的细微触觉，提供高度逼真的触觉体验

[233]。在学术界，手套也逐渐从刚性结构向柔性化轻薄化发展，Mate Jam 采用层阻塞

的原理实现了手套的柔性化，并可以实现刚度反馈[235]。这类设备的主要优势在于其

精确的触觉反馈能力，但其缺点在于通常体积较大，佩戴不够舒适，且价格较高。 

裸手式则依靠外部装置产生触觉反馈，用户不需要佩戴任何设备，可以主动探索虚

拟世界，其实现方式为通过检测人手位姿，在特定位置放置触觉反馈设备，实现触觉显

示。现有实现方式有移动小车[236]、机械臂[237][238]、无人机[239]及一些用于人手

精细触觉显示的机械点阵[240][241][242][243]。此外，在产业界，超声波阵列或激光

投影仪，直接作用于用户的手部皮肤，而无需佩戴任何设备。Ultraleap 公司研发了一种

基于超声波技术的裸手式触觉设备，通过空气中的振动波在用户手上产生触觉反馈

[244]。相比于穿戴式触觉反馈设备，裸手式触觉反馈设备大部分仍处于科学研究阶段，

距离工程化应用仍有一定困难。 
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图 2-38 触觉反馈技术的分类 

尽管触觉反馈技术有巨大潜力，但仍面临诸多挑战：1）技术复杂性：为模拟逼真触

觉体验，触觉反馈系统需要高灵敏度的传感器感知用户动作，采用高空间分辨率、快速

响应的执行器，做出相应触觉反馈。2）硬件成本：高质量的触觉设备通常价格昂贵，限

制了其大规模应用。尤其是在消费级市场，成本效益是一个重要因素。3）内容兼容性：

触觉反馈技术需要与虚拟内容紧密结合，目前许多虚拟环境和应用尚未完全支持或优化

触觉反馈，这限制了技术的普及和用户体验的提升。 

未来趋势包括：1）微型化和便携化：触觉反馈设备将变得更加小型化和便携化，使

其更易于集成到各种设备中，如 VR 头盔、手套和穿戴设备。2）软硬件一体化发展：触

觉反馈技术将与虚拟环境内容开发紧密结合，形成软硬件一体化解决方案。3）多模态交

互：虚拟世界中的纹理、温度、振动、形状、刚度、压力等多模态反馈将时空一致地呈

现给用户，并与其他感官反馈（如视觉、听觉）相结合，将大幅提升元宇宙的沉浸感和

互动性。 

2.6.3 多模态情感计算 

情感计算（Affective Computing）是元宇宙交互的重要组成部分，其研究目标在于

让计算机具备感知、理解与表达情感的能力，从而构建更人性化、更具亲和力与信任度

的人机交互环境[244][245][246]。这一研究范式起源于对人类情感机理与人机协同关

系的系统性反思：在沉浸式、强交互的虚拟空间中，只有当系统能够对情绪线索进行稳

定、连续且可解释的处理，并以合适的方式回馈或生成情感表达时，用户才会产生“被
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理解”的体验与更高的社会在场感[247][248][249][250]。因此，如图 2-39所示，情感

计算不仅关注情绪标签的判别[251][252]，更关注跨时域的情绪动态[253][254]、强度

估计[255]以及与语境、意图之间的耦合关系[256][257]，这些能力共同构成元宇宙情

感交互的底座。 

 

图 2-39 情感计算主要关注：（1）情绪标签判别（2）跨时域情绪动态（3）情感强度

建模（4）多因素耦合 

人类情感的表达往往以多种模态并行出现[251][253][257]，既包括显性线索（如

人脸表情[258]、声学语调[259]、肢体动作[254]与生理反应[260]），也涵盖隐性线索

（如文本语义[261]、图像风格[262]）。在显性层面，情绪常伴随可观测的生理与心理

变化，但此类信号易受环境噪声、遮挡、刻意压制或设备条件影响而失真[263]，使模型

在元宇宙这类高自由度、高变异度场景中难以仅凭显性模态获得稳定表现。与此同时，

移动终端与在线社交的普及促使用户以文字、图像、音频与视频分享经验与观点，隐性

情感线索因而与数字媒介深度耦合[245]；对语义内容、视觉风格与叙事结构的联合分

析可间接推断个体的情绪状态与态度倾向[262][264]，而表情符号、网络流行体与群体

互动模式又会进一步调制表达的强弱与方向[265][266]。然而，隐性线索同样受语义歧

义与语用反讽[267][268]、跨文化与社群差异[269][270]，以及模态稀疏与缺失等因素

[271][272]制约，单独使用会导致偏差与不稳定。基于此，显性与隐性线索并非割裂，

而是在真实交互中相互印证、彼此补充；任何单一管道的缺失或退化都可能导致不确定
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性并引发对总体情绪状态的误读。由此可见，相较单模态方法，多模态情感识别在信息

互补性、模型鲁棒性与泛化性能上更具优势，能够更好地满足元宇宙交互对沉浸性、在

场感与社会信任的综合诉求。 

在情感计算领域，多模态情感识别作为实现人机情感智能交互的核心技术，其方法

体系已形成多元化发展格局。如图 2-40 所示，当前主流技术路径可凝练为三大核心范

式：融合驱动型方法、图结构建模方法与生成式建模方法。需着重说明的是，多模态数

据固有的互补性与复杂性，使得部分先进技术方案常呈现跨组件融合特征，例如嵌入图

结构先验的融合框架、基于生成模型的跨模态融合范式等。本分类体系的界定核心，在

于锚定各类方法最具代表性的建模范式与技术内核，而非局限于单一组件的存在形式，

确保分类的逻辑性与包容性。 

 

图 2-40 多模态情感识别三大核心范式：（1）融合驱动型方法（2）图结构建模方法

（3）生成式建模方法 

（1） 融合驱动型方法 

特征融合是多模态研究中的核心议题之一，也是多模态情感识别中最早被系统化研

究、应用最为广泛的一类技术路径。基于融合的方法通常假定不同模态分别承载互补的

情绪线索，通过在特征空间或决策空间中整合这些信息，获得更为完整的情感表征，再

在此基础上预测情感状态或极性[273][274][275]。在这一框架下，如何以合适的粒度

与形式对多模态特征进行对齐与联合建模，成为影响模型性能与鲁棒性的重要因素。 
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从融合操作在处理流程中的位置划分，主流方法可大致分为早期融合、晚期融合以

及混合融合三种范式[273][274]。早期融合亦被称为特征级融合，通过对来自不同模态

的输入特征在时间或语义维度上进行对齐与变换，再将其直接拼接或投影到统一的联合

空间，形成一体化的多模态表征[276][277]。这一策略在理论上为各模态之间的信息交

互提供了充分空间，有利于模型在后续编码阶段同时关注跨模态关联与互补线索，从而

提升情感表示的整体表达力。不过，早期融合也面临特征维度急剧增大带来的计算复杂

度上升[274]、不同模态节奏与语义对齐难度较高[275]、以及各模态对融合表征的贡献

不均衡[278]等问题，若缺乏合理的对齐与加权机制，模型性能容易受到影响。 

晚期融合又被称为决策级融合，其典型做法是为每种模态分别构建独立的预测分支，

由各自输出情感预测结果，再采用如简单平均[279]、加权投票[280]、或基于置信度/方

差的加权规则[281]对多路预测进行整合，得到最终情感决策。相较于早期融合，晚期融

合在系统设计上具有更高的模块化与灵活性：不同模态的特征提取与分类器可以独立优

化，并且在部分模态缺失、噪声较大或暂不可用时仍能维持基本的推理能力[282]。然

而，由于模态间交互主要发生在决策层，晚期融合对跨模态相关性与深层语义耦合的利

用相对有限，最终输出在全局协调性与信息利用效率方面往往难以达到最优[275]。 

混合融合策略则尝试在统一框架下结合早期与晚期两种思路：一方面在特征层面进

行适度的对齐与联合建模，捕获关键的跨模态关联；另一方面在决策层面保留各模态预

测分支，通过再融合机制进行多级整合[283]。此类方法在一定程度上兼具特征级信息

交互与决策级鲁棒性的优势，通常能够获得更具表现力的多模态情感表征。然而，混合

融合在模型设计与计算资源方面的开销也相应增加，如何在性能收益与复杂度之间取得

平衡，成为这一路线进一步发展的重要问题。 

在按照融合时机对多模态特征融合进行划分之外，还可以从模态贡献与权重分配的

角度对融合方法进行进一步区分。根据不同模态在融合过程中的地位与作用，现有基于

融合的多模态情感识别方法可分为平等权重融合和模态主导融合两大类。其中，传统的

多模态融合方法多属于平等权重融合范式[273][274][275][276][277]。这类方法在设

计上通常假设各模态在情感表征中具有相近的重要性，因而在特征拼接、加权求和或联

合编码时倾向于采用对称或固定的权重配置，使模型可以在形式上“同等地”接收来自

不同模态的信息。这一策略有利于充分保留多源特征，避免在建模初期引入过强的偏置。

然而，在实际应用中，不同模态在信息质量、噪声水平、语义完整度等方面往往存在显

著差异，平等权重机制在长程训练过程中容易出现“模态惰性”现象[278]：部分模态由
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于噪声大、信号弱或学习难度高，实际被模型“边缘化”，对最终决策贡献有限，而另

一部分模态则在反向传播中占据主导，导致名义上的多模态融合在效用上趋近于“单模

态主导”。 

为缓解上述问题，研究者提出了模态主导融合的思路。早期工作多以前景较为清晰、

语义信息相对完整的文本模态作为主要模态，将语音、视觉等其他模态视作辅助信号，

通 过 在 注 意 力 、 门 控 或 残 差 通 道 中 为 文 本 特 征 提 供 增 强 与 校 正

[284][285][286][287][288]。在这一框架下，文本承担语义主骨架，声学与视觉模态为

其补充情绪色彩、说话人状态和细粒度行为线索。随着对模态间关系理解的加深，后续

研究进一步提出了动态权重融合策略[278]。这类方法不再预设“文本一定是主模态”的

前提，而是通过显式建模任意两两模态之间的相关性或依赖性，在样本或时刻级别自适

应地估计各模态的重要程度。据此，模型可以在不同语境下选择更为“主导”的模态，

并利用该模态的表征去补充和引导其他模态的特征学习，以获得更加贴合当前情境的多

模态联合表示。 

（2） 图结构建模方法 

早期的情感识别任务多聚焦于单句级别，即在相对独立的语句或短文本上预测情感

类别。这类任务通常忽略说话轮次之间的上下文联系以及说话人之间的互动信息，难以

充分反映真实对话场景中的情绪变化。随着研究视角逐渐从孤立语句扩展到多轮对话，

对话情感识别逐步成为多模态情感识别中的重要方向：模型不仅关注当前语句本身的内

容特征，还需要同时关注前后语境、说话人身份以及轮次间的情绪演变模式。在这一背

景下，对话被视为由多轮、多说话人参与构成的结构化序列，内部包含丰富的依赖关系

与互动线索。为了更有条理地表达这些复杂关系，对话常被组织为图结构，将语句、说

话人乃至模态信息抽象为节点或高阶连接单元，以刻画轮次之间、角色之间及模态之间

的语义联系与情绪关联。基于图结构的建模方式为对话情感识别提供了超越线性序列的

表示空间，使情绪分析能够在更贴近真实交流形态的结构中展开。 

在传统图神经网络（Graph Neural Network, GNN）中，DialogueGCN[289]率先将

图网络引入对话情感识别任务。与以往基于序列的模型（如 DialogueRNN[290]）相比，

图结构能以更加灵活的方式表征对话中的多方交互关系。为整合来自文本、语音与视觉

等不同模态的数据，后续研究进一步探索了基于图卷积的多模态融合策略，通过构建多

种类型的边与节点，实现模态间信息的关联建模与语义互补特征的整合[291][292]。与
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此同时，一些方法将跨模态注意力机制融入图神经网络框架，利用显式注意操作强调模

态间差异性与互补性，使模型能够更充分地利用异质特征并增强跨模态语义关联能力

[293][294]。 

随着研究的深入，传统图结构中“单边仅连接两个节点”的限制逐渐显现。超图神

经网络（Hypergraph Neural Network, HNN）因其可在单个超边中同时连接多个节点而

受到关注。已有工作基于超图结构构建更灵活的对话表示框架[295][296][297][298]，

能够在同一结构中联合建模多模态特征、对话轮次与说话人信息。通过更丰富的连接方

式，超图结构能够表达更高阶的协同关系、多粒度语义模式以及跨模态间的多变量交互，

使对话情感的整体动态更加清晰可辨。 

在深层图网络中，随着网络层数的增加，表征容易趋向同质化，这类现象通常表现

为难以维持长程信息的差异性或削弱模态间的互补特征[299][300]。为缓解这一问题，

近期研究提出了傅里叶图神经网络（Fourier GNN）框架，并将其应用于多模态对话情

感识别场景[301][302]。相关方法通过在频域空间中处理图信号，提取高频与低频成分，

以突出局部语义变化模式与整体情绪走势。频域表征在多模态语义一致性、变化敏感性

与结构层次分析方面表现出较强潜力，使模型能够更好地处理对话中跨轮、跨模态的细

微情绪线索。 

（3） 生成式建模方法 

基于生成的方法指的是利用大语言模型生成中间推理或是预测结果的方法。近年来，

预训练的大语言模型不仅在自然语言处理任务中取得了显著成功[303][304]，在多模态

学习领域也涌现出许多优秀的工作[305][306]，其中不乏与情感识别相关的成果

[307][308][309]。此类方法通常采用提示工程或指令调优进行模型的训练。然而，尽管

大语言模型表现出强大的通用能力，在特定子任务上仍需要精心设计高质量提示与改进

策略，充分激发大模型的潜力，弥合推理能力的差距[308][309][310]。例如， Zhang

等人[308]利用图像和文本数据构建了高质量指令数据集，并使用低秩适应（Low-Rank 

Adaptation, LoRA）[311]对多模态大语言模型进行微调，使其适应情感识别任务。Dutta

和 Ganapathy[309]则引入了声学和文本两种模态，在大语言模型的加持下进行情感识

别。此外，Fu 等人[310]引入了基于行为感知的多模态大语言模型框架，该框架视频衍

生行为生成模块、行为对齐与细化模块以及指令调优模块构成。前两个模块使模型能够

从有限信息中推断人类行为，从而增强其行为感知能力。指令调优模块通过对接的多模
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态输入进行对齐和微调，提升模型的情感识别性能。 

随着大语言模型参数规模与上下文窗口不断扩张，情感识别的训练与推理成本显著

上升，促使研究从“堆算力”转向“降成本、提适配”。受领域专用大型语言模型（domain-

specialized LLM）范式启发[312][313]，MSE-Adapter[314]提出了一种轻量化、可插拔

的适配架构：由 TGM（Text-Guide-Mixer）与 MSF（Multi-Scale Fusion）两部分构成，

其中 TGM 以文本引导对非文本模态（如声学、视觉）进行语义对齐与调制，缓解跨模

态语义失配；MSF 则通过多尺度、跨模态特征融合在保持细粒度线索的同时压缩推理开

销。该设计在不破坏原主干模型的前提下，有效平衡了计算成本与识别性能，体现出“参

数高效迁移+多模态可扩展”的工程优势。与此同时，SpeechCueLLM[315]以“最小侵入”

为目标，构造将原始语音线索转换为自然语言提示（prompt）的轻量插件，使 LLM 无

需改动架构即可调用语音情感证据，从而以语言中间表征打通语音—文本的推理通道，

进一步降低了多模态适配的系统复杂度。  

借助大语言模型的链式推理与大词表能力，情感识别正从传统的判别式分类逐步演

化为可解释的多模态情感推理：不仅要“判对标签”，更要“说清依据与过程”。与以

往仅输出情感类别不同，可解释多模态情感识别旨在借助多模态大模型，用自然语言描

述情感形成机制、触发线索与跨模态证据，以提升情感表征的可解释性与可靠性[316]。

其中，开放词汇情感识别（OV-MER）[317]通过引入开放标签空间，突破固定类目限制，

支持预测任意数量、任意类别的情感状态，更贴近真实互动场景下的细粒度与组合式情

绪表达。另一项工作[318]从“数据—模型”双路径切入：构建面向生成式理解的 MER-

Caption 数据集，以描述式标注丰富语义证据；同时提出 AffectGPT，通过预先融合策

略增强多模态耦合，缓解跨模态对齐与证据整合难题，为可解释情感叙事提供端到端支

撑。 

总体来看，生成式范式将多模态情感识别任务重表述为文本生成，天然具备跨数据

集/跨域迁移与任务指令化的灵活性：一方面，端到端流程简化了输入处理与系统集成；

另一方面，由于推理路径更多依赖语言生成，模型对多模态依赖关系的显式建模与对齐

细节的可控性相对不足，难以像传统模型那样精确刻画模态间的依赖关系[260]。因此，

未来需要在参数高效适配（如更细粒度的 LoRA/Adapter 设计）、可控对齐（如显式跨

模态注意与门控机制）、过程监督（如推理链/证据链校验）与不确定性量化（如置信度

与校准）等方面细化：既保留生成式框架的通用与可扩展优势，又弥补其在多模态显式

推理与可控融合上的短板，从而实现低成本、高解释且可迁移的多模态情感推理系统。  
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 元宇宙技术平台 

元宇宙技术平台是构建元宇宙的重要基础设施，通过数字孪生、数字原生、虚实融

合以及虚实联动这四种形式将虚拟和真实进行空间立体的融合，是虚实两个世界信息的

整合和相互增强。人和物在这个虚实融合的空间中，可以通过各种各样的互联和互动，

以更高的效率、更低的成本、更身临其境的沉浸感和互动体验，解决日常生活、社会运

行和产业发展中的诸多问题。元宇宙技术平台的开发还处于起步阶段，但已经吸引了众

多科技巨头的关注。国内的联想、咪咕、元客方舟及国外的 Meta、英伟达、微软等公司

纷纷投入巨资，在元宇宙共性技术平台、硬件基础设施平台、内容构建平台等布局研发，

在工业、教育、娱乐、能源安全、办公、文化旅游等行业进行应用，初步取得了显著的

经济效益和社会效益，展现了元宇宙技术在多个领域的强大市场应用潜力。 

3.1 典型共性技术平台 

3.1.1 超高清视音频技术 

超高清视音频技术[319]是元宇宙的底层基础技术之一，元宇宙应用离不开超高清视

音频技术的支撑，这既给超高清视音频技术带来新的挑战，也将推动超高清视音频技术

发展进入新的阶段。从零售、泛娱乐、社交、教育、政务、工业等元宇宙典型场景入手

分析，为满足视觉、听觉以及触觉方面的体验要求，超高清视音频技术在沉浸式视听体

验、实时大规模用户多维互动、高效内容生产等方面都有新的需求： 

 沉浸式视听体验：传统二维视音频升级势在必行。从内容生产、高效编码，到

沉浸式影像的传输与呈现等方面技术演进，实现虚拟与现实融合的沉浸式体验； 

 实时多维互动：元宇宙的场景中大规模的用户可同时在线并进行实时互动，这

对视音频的处理、通信、呈现等实时性、兼容性有较高的要求； 

 高效内容生产：元宇宙时空构建，需要大量的内容，这就需要提升现有的内容

生产效率。 

超高清视音频技术发展需要在单点技术的发展基础上，融合多种关联技术，形成针

对横向技术栈的端到端解决方案，实现元宇宙时代视音频技术的有效连接和共同发展。

2023 年第十届中国网络视听大会发布了面向元宇宙时代的超高清视音频技术体系，基
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于元宇宙时代的技术需求面向超高清的端到端流程，详细分析了包括内容生成、内容编

码、网络传输、内容解码、交互与呈现、用户体验及版权保护各个模块面向元宇宙时代

关键技术升级和前沿研究，研究探讨视音频关键技术簇，对于提升元宇宙的视听体验，

具有重要的技术支撑作用。 

 

图 3-1 MAC 光场共性技术平台（数字人光场采集系统，动捕系统，XR 虚拟拍摄系统） 

在超高清音视频技术方向，一项典型的技术成果就是元客方舟和咪咕文化共同建设

的首个光场共性技术平台 MAC[320]，该平台主要为了给科幻、元宇宙等产业提供共性

技术服务。针对光场技术门槛高，国内光场系统数据质量差、计算效率低、成熟应用少

等问题，该平台采用梯度光场成像、多孔径光场成像及高精度高效 AI 算法技术，开发

建设了系列光场采集建模系统、光场数据库、数字人制播应用与评测系统、全息通信应

用评测系统，如图 3-1 所示。可以将数字内容制作周期从数月缩短至 2 天以内，将帮助

数字内容、全息视频通信等新型元宇宙应用产业发展。 

基于“视觉+AI”技术，该平台还打造了光场采集、动作捕捉、4D 全景采集棚、XR

影棚、元宇宙数字人直播基地、数字资产存证确权、数字资产流通等技术服务解决方案

[321]，面向元宇宙领域 AR/XR/MR 等虚拟内容、虚实融合内容的智能制作，可以为企

业提供优惠的共性技术服务。其中 MR 空间视频重建系统，通过多视点相机和高解析度

HDR 六色 LED 光源阵列采集，实现照片级写实的人物动态重建，千元内可完成 30s 空

间短视频制作，制作效率提升 10 倍;此外，还重点打造了 4DLuStage 数字人光场体积视

频采集重建系统，参与构建清华、商汤业内头部多视点数据集，基于这些数据集今年已

涌现出了大量 Gaussian Splatting 技术相关的顶会论文，助力开创学术前沿，提升我国元

宇宙内容产业的竞争力。中央广播电视总台推出的纪念中国人民抗日战争暨世界反法西

斯战争胜利 80 周年特别节目《烽火战歌》创新性地融合了 LuStage 体积视频技术，仅 4

天完成数字“聂耳”高精度还原，让抗战精神在科技中重生，为影视制作开启高效智能

新时代。 

中国移动与咪咕文化提出了面向元宇宙的视频业务要保证用户实时沉浸、无卡顿流
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畅的交互体验的需求，构建分层级获取算力，逐层处理，分级服务的网络算力解决方案。

在边缘侧通过建设多样化算力、网络内生算力支撑不同场景下的视频算力需求，如与基

站结合构建接入侧轻量视频算力提供传输加速、加大上行带宽等能力，与 UPF 结合建设

边缘网关视频算力，满足园区级算力需求；在云端构建大规模的视频渲染及视频分析集

群算力、高压缩分布式存储，为高算力类视频业务提供共享算力服务。元宇宙场景下的

视频应用有效利用算力网络新底座能力及增强型视频服务能力，极大降低传输时延，支

撑大带宽元宇宙的视频类应用，打造沉浸式用户体验。 

3.1.2 云渲染技术 

云渲染是元宇宙三维虚拟世界高清可视化呈现输出的关键技术，通过云计算提供高

清、低延时的视觉输出，克服了本地设备的性能和资源限制，为构建三维数字世界提供

了强大支持。云渲染技术的核心在于其混合渲染能力、端云异步渲染技术，以及特别为

AR 和 VR 设备优化的低延时控制技术。通过 AIGC 重建模型、CAD 模型到数字人的高

清混合渲染，不仅提高了渲染的精确度和真实感，还极大地提升了渲染效率和系统响应

速度。端云协作的异步渲染技术进一步降低了 Motion-To-Photon（MTP）延迟，使得用

户在使用 XR 设备时能够获得即时且连贯的视觉体验，这对于实时互动和虚拟体验的流

畅性至关重要。可以预见到，通过不断优化的渲染技术和更深入的硬件集成，将能够支

持更多的终端设备，包括 PC、平板及各类 AR 和 VR 设备，使得数字世界的每一个角落

都生动而真实。 

（1） 隐式模型与 CAD 模型的混合渲染 

云混合渲染的研发目标是通过三维模型处理和渲染管线优化，实现对三维物体/场

景的低延迟、高质量的渲染，支持 XR 设备同步实时渲染，端云协同渲染，混合渲染，

支持多终端、多平台访问。主要解决三个重要技术问题：一是隐式三维模型和传统模型

的混合渲染，采用深度预测等技术，实现物体遮挡等效果。二是端云协作渲染，主要解

决三维复杂大场景的实时渲染问题，重点解决端云渲染延时。三是 XR 设备低延时渲染，

主要解决 XR 类头戴式设备接入渲染画面的显示问题，将结合联想自研 XR 设备，进行

端到端优化。 

（2） 端云异步渲染 



96 
 

为了在通过 ARVR 等头戴式设备接入元宇宙系统时虚拟画面锚定，即 MTP 在 20ms

内，需要设计将云渲染、编码推流、终端刷新显示过程从串行转为并行处理，云端依据

终端上报的位姿信息进行渲染，并传输到帧缓冲区，终端从帧缓冲区中取帧进行二次渲

染和屏上显示。这样终端显示刷新不再依赖于云端渲染，从而实现 MTP 小于 20ms 目

标。端云异步渲染需要经历了两次渲染过程，第一次是云端根据 AR 设备反馈的位姿信

息进行了画面渲染，然后传输到 AR 设备侧缓存；AR 设备本地，从缓存帧中选择一帧，

结合当前用户实时位姿，运用 ATW、运动预测等算法，对当前帧进行二次渲染图像矫

正，以增强模型的锚定性，解决果冻效应等问题，最终在屏上显示。 

（3） 低延时 MTP 

MTP 只取决于本地渲染 MTP，本地渲染 MTP 也需要根据 AR 设备显示等条件进一

步优化设计。在 Android 系统下，直接利用显示模块，MTP 将超过 50ms，即使采用 ATW

（Asynchronous Time Warp）：异步时间扭曲技术，这个时间延迟还是超过 36ms，因此，

我们设计了一种单显示帧策略，即把原来的双显示 buffer 缩减为单 buffer 处理，这样，

可以将 MTP 缩减到 30ms 以下，如图 3-2 所示。为了继续缩减这个时间，需要运用运动

预测技术，通过预测头部的转动，来预测显示的时刻，这样，可以进一步将 MTP 缩减

到 20ms 以下，如图 3-3 所示。另外，由于 AR LED 显示是逐行刷新，由上向下逐行显

示，最上面一行的显示时刻与最下面一行的显示时刻存在差异，导致显示画面变形

（Rolling Shutter Effect），我们对每行的显示也进行了位姿的补偿，从而使显示正常。 

 

图 3-2 优化显示机制和流程，缩减 MTP 到 28.4ms 
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图 3-3 用运动预测和逐行位姿补偿技术，缩减 MTP 到<20ms 

（4） 双目交替渲染技术 

为了解决 3D 大模型渲染帧在实时传输中较大的带宽占用，设计采用双目交替渲染

技术。对于每个渲染周期，云端交替渲染左眼或右眼数据并传输到终端，终端借助上一

周期本地缓存的数据和最新拿到的数据进行双目的刷新显示。为了补偿左右眼因间隔一

个刷新周期导致的撕裂感，设计采用了双 ATW 矩阵分别应用于左眼和右眼的显示刷新，

以达到良好的视觉体验，如图 3-4 所示。由此，在 3D 大模型渲染场景下节省了约 50%

的带宽占用、削减了峰值带宽。 

 

图 3-4 双 ATW 矩阵矫正 

3.2 典型元宇宙硬件平台 

（1） 虚拟现实（VR）设备 
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虚拟现实（VR：virtual reality ）是一种通过计算机技术，模拟出一套逼真的、交互

式的虚拟环境，让用户有一种沉浸在虚拟世界中的感官体验。虚拟现实技术通常使用立

体显示器、控制器、传感器和计算设备等硬件设备，以及相应的虚拟现实软件来实现。

用户观看立体显示器，眼前的屏幕会显示计算机生成的三维虚拟场景。用户可以通过控

制器等交互设备来操作虚拟世界中的对象、进行动作、探索环境等，同时传感器会实时

追踪用户在现实世界中的动作和位置，将其反馈到虚拟环境中，从而实现用户在虚拟世

界中的自由移动和互动。虚拟现实设备是元宇宙系统的重要入口与交互设备。 

虚拟现实设备经历了从实验室阶段（20 世纪 50~70 年代）、产品化实现阶段(20 世

纪 70 年代~90 年代)、完善并快速发展阶段（1990 年至今）的发展；2016 年，Oculus Rift

和 HTC Vive 正式发布后，掀起了虚拟现实设备新的浪潮。2017 年谷歌 VR 设备一体机

与联想集团合作发布了 Daydream VR 设备一体机，目标是统一基于 Android 系统的 VR

设备硬件参考设计，并搭建完整的 VR 应用生态。2019 年 Oculus Quest 发布，成为首款

无线自主 VR 头显，以及联想集团与 Oculus 合作，发布 Rift S VR 设备产品，为虚拟现

实的普及带来了重要推动力。 

2020 年之后，VR 设备产品跟之前相比，在重量、成像质量、交互和佩戴舒适性等

方面都有了长足的进步，一些新品牌的 VR 设备产品也逐渐在市场上被消费者看到。同

时脸书公司为了进一步推广并宣传 VR 设备产品，把公司名称也更换成 Meta，寓意更加

专注 VR 作为进入元宇宙的专用设备。 

2023 年，苹果发布了高端 VR 设备一体机 Vision Pro，能够非常好地支持交互和混

合现实（mixed reality, MR）功能，同时搭配苹果的 iOS 生态，已经成为 VR 行业的新的

标杆。同时，各家品牌公司也都在不断推陈出新各自的新产品，而且成本更亲民、功能

更强、重量更轻 VR 设备一体机，比如联想推出的 ThinkReality 子品牌 VR 设备一体机，

为行业用户提供高品质的 VR 设备，而字节跳动旗下的 PICO 推出 PICO4 VR 设备一体

机,成为国内最大的 VR 设备一体机品牌。 

近年来，VR 头显设计越来越强调轻量化、紧凑化、佩戴舒适度，通过使用微型 OLED 

(micro-OLED) / 超短焦光学折叠光路（简称：Pancake）光学模组 / 显示与光学结构优

化，让头显厚度、重量和体积大幅下降。显示分辨率、刷新率不断提升，部分 VR 头显

的分辨率从 4K 向 8K 迈进，刷新率也提升到 120Hz 甚至更高。 

目前，市面上比较主流 VR 设备有 Meta 公司的 Quest 系列 VR 设备、HTC 的 VIVE

系列、联想 ThinkReality VRX 和 Rift S 系列、苹果 Vision pro 以及 PICO VR 设备系列
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等，如图 3-5 所示。 

         

图 3-5 VR 设备（联想 ThinkReality VRX，联想 Rift S，Pico 4，Vision Pro） 

（2） 增强现实（AR）设备—空间计算 AR 头显 

虚拟现实技术为了追求沉浸感而把用户和真实的世界隔离，用户无法观察到真实的

世界。而增强现实（AR）则是一种新兴的计算机应用和人机交互技术，利用传感器、摄

像头将真实的环境和虚拟的物体对象实时地叠加到同一个画面或者空间中，使用户看到

一个重叠的世界。因此，增强现实是利用现实的信息技术对真实世界的一个补充，而不

是单纯地创造一个虚拟的世界，增强现实更多地强调真实性和交互性。增强现实技术近

年来成为国内外机构和大厂的开发、研究的热点，并广泛地应用到各个领域，有可能取

代智能手机，成为下一代智能计算与显示平台，将物理世界与信息世界联系得更加紧密。 

为了区别于近两年快速发展的以信息提示为主的轻量级 AI 智能眼镜，可以将以微

软 Hololens AR 头显为典型代表（如图 3-6）的增强现实设备称为空间计算 AR 头显，其

显著特点是视场角大、算力强、功能体验以在现实世界叠加锁定三维内容，但体积更大，

不太适合长期佩戴。光学与显示以衍射光波导、高亮 Micro-LED 投影等为主，具备较

大的视场角和稳定的全彩 3D 叠加能力，配备深度摄像头、环境摄像头、IMU、手势传

感器、虹膜识别等，具备完整 SLAM、空间网格重建、手势跟踪与空间交互能力，可实

现空间锚定、全息内容固定等完整混合现实体验。主要应用于工业、制造、医疗培训、

远程维护、教育演示等高价值专业场景。 

这类设备除了微软 Hololens2 外，典型代表设备还有 Magic Leap 1&2、联想晨星 AR

设备等，如图 3-6 所示。 未来，这类设备重点在于进一步降低重量与功耗、扩大视场角

与自然交互能力，特别是续航时间、佩戴舒适性等方面。 

 

图 3-6 典型 AR 设备（微软 Hololens2，联想晨星 New G2 pro，联想晨星 Tyche） 
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（3） AI 智能眼镜—轻量化 AI 眼镜 

CES2025 将 AI 智能眼镜推至聚光灯下，成为全场焦点。众多终端厂商及上下游产

业链参与者纷纷亮剑，带来形态各异、功能丰富的产品。AI 眼镜产业正处于高速迭代期，

其核心驱动力来自多模态大模型、轻量级算力芯片、微光学显示技术以及低功耗感知模

组的持续突破。产业形态从早期的通知提醒类可穿戴设备，逐步演进到具备实时视觉理

解、语言交互、场景搜索、物体识别与多模态信息增强的“轻量级具身智能终端”。在

供应链方面，整机品牌（如 Meta、Google、联想、Xreal、Rokid、雷鸟）正与上游光学

模组、AI 芯片和语音/视觉模型供应商形成紧密协同。应用场景也由娱乐拍摄扩展到生

活助理、运动导航、远程协作、无障碍辅助、实时翻译、安防巡检与企业数字化等方向。

随着头戴式设备在佩戴舒适度、续航、散热、算力本地化等问题持续改善，AI 智能眼镜

正加速从小众科技产品向大众消费电子和行业级生产力工具转变，预计未来 3–5 年将

成为最有潜力的 AI 原生硬件品类之一。图 3-7 所示为 Meta、联想及 Rokid 等研发的 AI

智能眼镜产品。 

   

图 3-7 AI 智能眼镜（从左至右：Ray-ban, Lenovo, Rokid） 

AI 智能眼镜近三年的研发呈现“轻量化硬件 + 多模态感知 + 云端/本地大模型推

理 + 场景化应用”四条主线并行推进。硬件方面，设备从早期的录播类眼镜演进到具

备显示、AI 处理与全天候佩戴能力的综合形态，重量由百克级持续下探到 40–80 克

区间，电池设计采用分体结构、镜腿电池与高能效 SoC 组合，确保在主流使用场景下

支持半天至全天续航。光学形态从单目 HUD、双目 Birdbath 小光机逐步扩展到轻量波

导方案，FOV 虽仍有限，但亮度、清晰度及户外可视性持续提升，满足日常提示、翻译

与导航等轻交互诉求。传感器配置趋于多样化，包括广角摄像头、IMU、阵列麦克风、

环境光传感器等，为 AI 视觉识别、语音输入、运动检测与生活记录提供基础数据。算

力方面，眼镜本体的 NPU、DSP 与低功耗 CPU 已能支持基础的语音唤醒、离线命令、

物体识别和简单图像处理，但更复杂的推理、实时视觉问答、场景总结与多模态理解则

通过手机端或云端大模型完成，因此“眼镜端轻推理，结合手机端中推理，以及云端重
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推理”的混合架构成为主流。随着 LLM 和视觉-语言模型的快速发展，AI 智能眼镜的

能力从“记录与展示”跃迁为“实时理解与辅助”：自动总结会议、识别物体与文本、

提供多语言翻译、根据视野内容主动给出提示等均进入可用阶段，使眼镜从信息终端转

变为面向工作与生活的“第一视角 AI 助手”。在交互上，语音成为主要入口，辅以轻

量触控、手势识别与空间音频，提高移动场景下的稳定性。产业生态层面，消费级市场

快速扩大，功能从拍摄与直播扩展至个人助理、健康运动、出行导航与场景级应用；企

业侧则将其用于巡检、培训、客服辅助等，强调实时信息查询与流程规范化。整体看，

AI 智能眼镜正在从“功能小工具”走向“日常可连续佩戴的智能终端”，其核心推动力

来自光学轻量化、电源系统优化、多模态大模型的实用化以及端云协同体系的成熟。接

下来，行业将集中在提升全天候佩戴舒适度、增强端侧推理能力、降低能耗、加强隐私

与安全机制，以及扩展更具刚需的日常场景，以推动 AI 智能眼镜从先锋用户向大众普

及。 

（4） 机器人设备 

机器人+“元宇宙”的想法是进一步扩大人类影响力，为移动性和机器人技术在元宇

宙中找到一个角色。通过将机器人链接到元宇宙，人们将实现在现实世界和虚拟现实之

间的自由移动。相比元宇宙提供的身临其境的现场感，“机器人+元宇宙”的体验将更进

一步，机器人将成为身体感官的延伸，让人们能够通过“机器人+元宇宙”重塑和丰富日

常生活。 

元宇宙中的虚拟数字世界，为机器人的学习和模拟运行提供了极好的平台环境。机

器人可以在元宇宙提供的丰富的虚拟数字化场景中，进行大量的学习，以及业务的模拟

仿真，不断地迭代，从而机器人变得更加的“聪明”，更优化地执行业务。如果说 AR/VR

设备是元宇宙虚实融合和虚实交互的入口，那么机器人则是元宇宙虚实联动的载体。机

器人系统实现了虚拟世界与真实世界的联动，虚拟机器人可与真实机器人集成并连接。

在现实世界中，物理机器人可以同步接收和执行虚拟机器人的虚拟命令，机器人在物理

世界中的状态也将实时显示在虚拟世界中。图 3-88 所示为联想上海研究院及杭州云深

处研发的足式及轮足机器人系列产品，并结合晨星工业元宇宙平台，并应用于元宇宙园

区智能巡检、国家电网变电站智能巡检作业、元宇宙工厂机器人作业等场景。 
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图 3-8 足式/轮足机器人（从左至右：联想 GS、联想 MX、云深处 X30） 

人形机器人的发展将进一步地助推元宇宙的发展，将在元宇宙中成为连接虚拟与现

实的关键载体：它们以拟人的感知、运动与交互能力，将虚拟空间中的智能体“具身化”，

让数字角色拥有真实的行动、表情与行为逻辑；它们也能作为用户的延伸，在虚拟世界

中进行协作、创作、探索与沉浸式体验；同时，人形机器人可把元宇宙中的内容、场景

和服务反射到现实场所，实现跨界的工作流与体验流通。通过这一虚实共生体系，人形

机器人将重塑元宇宙的交互方式、产业形态与价值边界。总之，人形机器人的发展不仅

丰富了元宇宙的内容和互动方式，还为用户提供了更加智能和个性化的服务，极大地提

升了元宇宙的整体价值和吸引力。图 3-9 所示为宇树科技、智元和联想研发的人形机器

人产品。 

       

图 3-9 人形机器人（从左至右：宇树 G1、智元远征 A2、联想 LX） 

3.3 典型元宇宙内容构建平台 

（1） 联想晨星工业元宇宙平台 Daystar World 
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晨星工业元宇宙平台（Daystar World）是由联想开发的面向行业元宇宙解决方案应

用的技术服务平台，2022 年首次发布，是基于计算机视觉、空间计算、人工智能、AIGC

等核心技术多核心能力聚合的国内领先工业元宇宙开放平台。如图 3-10 所示，其核心能

力包括三维重建、多源融合三维数字地图、数字孪生、XR 内容制作、机器人模拟仿真、

AI 视觉检测、实时云渲染等，并提供系列零代码业务构建工具和业务运营工具，支持具

身智能机器人、XR、智能相机等设备的连接，实现虚实融合、虚实叠加及联动，帮助客

户快速构建和部署元宇宙应用方案。 

 

图 3-10 晨星工业元宇宙平台框图 

平台核心功能特征有：1）基于 3D 高斯泼溅（3DGS）技术的高拟真三维重建，实

现低成本、快速物理环境的数字化重建；2）零代码元宇宙业务构建，通过可视化拖拽操

作及丰富的行业应用模板，显著降低元宇宙方案构建成本及实施周期；3）虚实联动，平

台接入了多类智能机器人、相机设备等，实现物理世界与虚拟世界的实时联动与控制。

4）全三维体验，高拟真三维孪生空间，结合三维表达的 IOT 设备信息、业务运营告警

信息、结果统计等信息，通过平台内置的区域超链接、地图兴趣点等高效交互手段，实

现在虚拟空间中的高拟真可视化显示及沉浸感漫游体验。 

平台核心技术包括：1）空间计算技术，基于点云数据、倾斜摄影数据、360 视频数

据，融合 NeRF 和三维视觉算法的空间重建，构建了“元”空间，面向机器人、AR 设备、

无人机等设备，提供全要素（特征/Mesh/纹理/语义）空间计算服务，由此构建了数字底

板，形成元宇宙构建平台基础；2）基于视觉大模型的识别检测技术，借助视觉大模型、
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正负样本生成、few shot、无监督学习等技术，检测 “人”和“物” 的行为和异常；3）实

时云渲染技术，实现了对三维模型的处理及自动加载（包括基于隐式模型表达的 NeRF

模型），支持隐式模型和 CAD 模型的混合渲染，云端实时高清高精度渲染和低延时推

流；4）孪生智能体模拟仿真技术，可构建物理设备的孪生智能体，实现物理仿真、IOT

数据驱动、虚实映射、虚拟部署、仿真运行及反向控制。 

平台具备丰富的工具链，如孪生体制作工具、内容连接工具、模型处理与转换工具、

机器人仿真部署工具、AR 内容编辑工具、摄像头检测部署工具、数字人编辑工具、多

用户互动工具、虚拟展厅制作工具、远程协作工具等。此外，平台具备 SDK 和开放接

口 API，开发者可利用其能力开发行业应用工具，形成元宇宙应用生态圈。实现的 IOT

数据统一接入标准，可实现与外部工业设备、AI 平台等的互联对接。 

AIGC 技术在平台中广泛应用，可以大幅降低元宇宙构建成本，提升交互体验和智

能化应用价值。基于平台开发的教育培训、展览展示、智慧园区、智慧工厂、数字人客

服等通用行业元宇宙方案，已经成功应用于国家电网、吉利汽车、上海自然博物馆、无

锡商院、中国商飞等标杆客户。通过虚实融合和虚拟模拟验证，帮助企业实现降本增效。

针对智能机器人智能作业业务部署复杂、周期长、专业要求高等挑战性问题，机器人业

务虚拟部署和模拟仿真系统显得尤为重要，如图 3-11 所示。运用 AIGC 技术，可快速高

拟真数字化重建目标环境，并在虚拟数字化空间中部署机器人业务，以及进行机器人业

务模拟仿真，然后将优化后的机器人部署方案部署到物理机器人及物理环境。也即，将

机器狗方案的部署从基于“物理现场调试”的模式，转变为基于“数据和模拟”的 Sim2real

模式，可极大地提升了机器人业务部署效率，大幅降低了部署调试成本。 
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图 3-11 机器人虚拟部署与模拟仿真验证 

（2） 元宇宙沉浸内容生产及运行基座“咪咕筑境&咪咕绘境” 

元宇宙沉浸内容生产及运行基座“咪咕筑境&咪咕绘境”提供一站式元宇宙“人、

物、场”沉浸数字内容智作方式，对比传统数智场景制作模式，元宇宙场景构建效率最

高提升 300%，大幅降低 UGC（用户生成内容）门槛，重新定义沉浸内容生产方式。 

 

图 3-12 元宇宙沉浸内容生产及运行基座架构图 

元宇宙内容生产基座“咪咕筑境”包含光场数据采集、数智人生产管线、场景生产

管线、AI+智作平台、数字资产库等功能，整体面向行业内容创作者提供从采集、数字

内容重建、资产管理等全流程能力支持。其中，数智内容创新平台（科学装置）可针对

“人、物、场”要素进行高精度、多维度的光场信息采集；数智人生产管线涵盖模型拓

扑、材质纹理、骨骼绑定和动画驱动等制作全流程，支持 L1-L5 多种精度数字人标准化
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高效生产，兼容语音、文本、面部 BlendShapes 等多主流数字人驱动方式；场景生产管

线结合 Nerf、3D/4D 高斯喷溅等技术，支持室内外沉浸数字空间场景快速重建，重建效

率达 3 小时/万平；“AI+智作”平台内置文生图、图生视频、文生视频等 AIGC 能力，

打通“剧本编制-人物创建-场景设计-动画制作-音效配乐-后期剪辑”影音数字作品创作

流程；数字资产库对基座上的数字资产集中化管理，支持进一步二创及分发。 

元宇宙内容运行基座“咪咕绘境”依托中国移动 5G/5G-A+算力网络能力，以分布

式实时云渲染、端云异步渲染技术为核心，融合算网服务能力，可以支撑超大规模场景、

超高清模型、超逼真效果的实时交互渲染。对亿级渲染的超大场景，可实现 4K 60 帧的

细腻渲染、端到端时延小于 200ms。此外，运行基座建设统一开放接口，可针对数智人、

超大场景的 4K/8K 超高清数字内容制作提供即时接入、实时渲染、传输分发等能力支

持，同时汇聚多种元宇宙能力及产品服务，满足各类场景运行需求。 

依托元宇宙沉浸内容生产及运行基座，进一步构建了“三纵一横”（ 数智人、数智

空间、数智内容及云制作渲染） 元宇宙产品服务矩阵。其中，针对不同个人、企业、政

府等用户需求，可提供 L1-L5 多种精度的个人、行业、IP 数智人产品；针对不同场地功

能需求，可提供景区、社区、会议室等数字空间产品；针对裸眼 3D、VR、AR 等终端设

备，可提供配套的沉浸内容产品；针对政府端、企业端沉浸内容需求，可提供定制服务

及高效云渲染服务。 

 

图 3-13 “三纵一横”元宇宙产品服务矩阵 

目前，针对文博、文旅、文体、文娱、文商等行业场景数字化升级，基座已为超 20

个省/直辖市的政企事业单位提供元宇宙相关服务，面向“元宇宙+景区云游”“元宇宙
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+街区漫游”“元宇宙+展览展示”“元宇宙+开幕式”等元宇宙新业态新场景打造了“鼓

浪屿元宇宙”“云游·大足石刻”“张家界星球”逾 40 个典型案例。 

   （3）英伟达 Omniverse 平台 

较早布局元宇宙算力技术的英伟达于 2021 年发布了 Omniverse 元宇宙平台，用于

虚拟协作与实时物理模拟。Omniverse 是一个开放的、可扩展的 3D 设计协作和仿真平

台，旨在增强创作者、设计师和工程师之间的协作能力。该平台通过统一的实时虚拟协

作环境，使用户能够在不同工具和软件之间无缝共享和编辑 3D 内容，从而提升工作效

率和创意表达。 

通过支持多种行业标准和格式（如 USD、MDL 等），Omniverse 为设计和工程工作

流提供了一个通用的基础，使来自不同专业和背景的用户能够轻松合作。图 3-14 为

Omniverse 平台技术架构，其核心技术及功能模块有：1）USD（通用场景描述），Omniverse

采用 Pixar 开发的 USD 格式，作为 3D 数据的核心交换格式。USD 提供了高效、可扩展

和可互操作的场景描述，支持复杂的场景和资产管理。2）RTX 实时光线追踪，利用

NVIDIA RTX 技术，Omniverse 能够提供高质量的实时光线追踪渲染，使用户在创作过

程中实时预览高保真的视觉效果。3）AI 和深度学习，其集成了 NVIDIA 的 AI 技术，

用于自动化任务、增强协作和提高生产力，如智能内容生成、物理仿真和自动化工作流

等。4）Omniverse Nucleus，这是平台的核心协作引擎，负责管理和同步所有用户的修改

和更新，确保实时协作的流畅性和一致性。 
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图 3-14 Omniverse 技术框架图 

在 SIGGRAPH 2025 大会上，NVIDIA 发布了一系列重磅更新，包括面向大规模场

景重建的 NVIDIA Omniverse NuRec 3D Gaussian Splatting（3DGS）库、面向视觉 AI 的 

NVIDIA Metropolis 平台升级，以及全新的 NVIDIA Cosmos 与 NVIDIA Nemotron 推

理模型。其中，3DGS 能力的引入尤为值得关注，它为 Omniverse 平台带来了高效率、

高保真的三维场景重建能力，使用户能够基于真实世界数据快速构建符合物理规律的 

3D 环境，并实现实时渲染和交互。借助这项技术，数字孪生空间的创建不再依赖昂贵

的建模流程，而能够以更低成本、大规模地实现高拟真场景的自动化生成，大幅降低了

构建高拟真元宇宙场景的成本。 
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图 3-15 Omniverse 3DGS 生成和渲染高拟真的 3D 场景表达 

核心功能特征有：1）跨平台协作：支持多种 3D 设计工具（如 Autodesk Maya、3ds 

Max、Blender、Adobe Photoshop 等）的无缝集成，允许用户在其熟悉的环境中工作。2）

实时同步：所有参与者的修改和更新能够即时反映在共享的虚拟场景中，避免了传统的

文件传输和版本管理问题。3）高保真渲染：通过 RTX 技术，用户能够在创作过程中实

时看到接近最终效果的渲染结果，大大缩短了设计迭代周期。4）可扩展性：开发者可以

通过 Omniverse Kit 和 Connect 扩展平台功能，定制符合特定需求的工作流和工具。 

Omniverse 平台在多个行业中取得了显著的成功应用，展示了其强大的协作和实时

仿真能力。宝马集团使用 Omniverse 进行工厂的数字化规划和设计。通过创建虚拟工厂，

宝马能够在虚拟环境中模拟和优化生产线布局、设备放置和工人操作流程。这不仅提高

了规划效率，还减少了物理原型的需求，节省了时间和成本。Bentley Systems 是一家基

础设施工程软件公司，使用 Omniverse 来提高其工程和设计团队的协作效率。通过在

Omniverse 中创建复杂的基础设施项目模型，Bentley 的团队能够实时进行设计审查和调

整，确保项目的精确性和可行性。这些成功应用案例展示了 Omniverse 平台在不同领域

的强大功能和广泛适用性。通过提供一个开放、协作和实时的虚拟环境，Omniverse 正

在改变各个行业的工作方式，推动创新和效率的提升。 

（4）Meta Horizon World 平台 

Horizon World 是 Meta 推出的一个虚拟现实社交平台，旨在为用户提供一个沉浸式

的虚拟世界，在这里用户可以通过自定义的虚拟形象进行互动、创作和探索。它不仅是
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一个社交平台，更是一个用户生成内容的生态系统，鼓励用户创建自己的虚拟环境和游

戏。 

Horizon Worlds 依托于 Meta 的 Oculus VR 硬件设备，提供高度沉浸的 3D 虚拟体

验，使用户能够通过视觉、听觉和触觉全面感受虚拟世界。利用 Meta 的社交网络技术，

允许用户通过语音聊天和手势互动进行实时交流，增强了虚拟环境中的社交体验。

Horizon Worlds 提供强大的创作工具，用户可以利用这些工具设计和构建自己的虚拟场

景、游戏和物品，推动平台内容的多样化和丰富性。虽然 Horizon Worlds 主要面向 VR

用户，但也支持与非 VR 设备的互操作，使更多用户能够参与到虚拟世界中。 

Horizon 平台的核心功能特征包括：1）Avatar 自定义。用户可以创建和定制自己的

虚拟形象（Avatar），从外观到服装，极大地增强了个性化体验。2）虚拟世界探索。平

台内有各种预设的虚拟环境和用户生成的内容，用户可以自由探索不同的世界，参与各

类活动和游戏。3）创作工具。Horizon Worlds 提供简单易用的创作工具，用户无需编程

技能即可设计和构建虚拟物品和场景。工具包括模块化构建、脚本编写和物理模拟等。

4）社交空间。平台设有多种社交空间，如聚会场所、会议室和娱乐区，用户可以在这些

空间内举办虚拟活动、会议和聚会。5）经济系统。Meta 计划在 Horizon Worlds 中引入

虚拟经济系统，让用户通过创作和交易虚拟物品获利。 

Meta Horizon Worlds 平台主要应用于教育培训、虚拟社交、游戏开发、虚拟会议和

艺术创作等应用场景，在社交、教育、娱乐和商业等领域展示了广泛应用和巨大潜力，

通过其创新的虚拟现实技术和丰富的创作工具，为用户提供了一个无限可能的虚拟社交

和创作空间，正在改变人们互动、娱乐和创作的方式。 

3.4 典型开源技术与工具 

（1） 交互技术开源工具：MediaPipe 

由 Google 开发的一套开源的多模态机器学习框架，旨在简化和加速实时机器学习

的应用开发。它提供了一系列预构建的、高效的解决方案，支持多种设备和平台，适用

于从移动设备到服务器的多种环境。MediaPipe 采用模块化设计，提供了一系列预构建

的组件，如人脸检测、手势识别、姿态估计等，如图 3-16 所示。这些组件可以单独使用，

也可以组合起来实现更复杂的功能。通过结合这些模块，开发者能够快速构建复杂的多

模态机器学习应用，从而节省大量的开发时间和成本。此外，MediaPipe 还支持跨平台
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部署，包括 Android、iOS、桌面和 Web，开发者可以在不同的环境中轻松部署和运行

MediaPipe 解决方案。总之，MediaPipe 不仅提供了强大的功能和灵活性，还通过其高效

的设计和广泛的兼容性，极大地简化了实时机器学习应用的开发过程。 

代码库地址：https://github.com/google-ai-edge/mediapipe 

 

图 3-16 Media pipe 架构图 

（2） 区块链开源工具 

 以太坊 

以太坊是最著名且最被广泛使用的项目。以太坊的官方文档是最好的区块链入门文

档之一，这里详细描述了以太坊本身的特征要素，以及相关的开发指南和技术栈，此外

还对区块链上最尖端的底层技术，比如扩容技术、预言机等技术有较为详细的介绍。另

外，以太坊的项目代码、运行规则、升级提案等都存在其 Github 仓库中，可以帮助开发

者更进一步地了解以太坊的特性和发展方向。 

文档地址：https://ethereum.org/zh/developers/docs/ 

代码库地址：https://github.com/ethereum 

 Metamask 

虽然只要有网络会写代码就可以直接和区块链交互，但为了方便实用，通常人们还

是会使用钱包进行交互。Metamask 是最著名的以太坊（及其兼容网络）钱包，一般我们

会使用其 chrome 浏览器版本，因为与浏览器的深度绑定，导致其一度是最为易用的以

太坊钱包。 

代码库地址：https://github.com/MetaMask 

 Arbitrum 

是采用 optimistic rollup 技术的 ETH level 2 网络之一，也是最常用的 ETH level 2 网

https://github.com/google-ai-edge/mediapipe
https://ethereum.org/zh/developers/docs/
https://github.com/ethereum
https://github.com/MetaMask
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络。Arbitrum 上区块链交易的执行速度和成本都远优于以太坊一层网络，而且大多数常

用的以太坊去中心化应用都在 Arbitrum 上部署。 

文档地址：https://docs.arbitrum.io/welcome/get-started 

代码库地址：https://github.com/OffchainLabs/arbitrum 

 Chainlink 

著名的去中心化预言机，很多 ETH dapp 都依赖其服务。 

文档地址：https://docs.chain.link。 

代码库地址：https://github.com/smartcontractkit/chainlink 

 Solana 

采用历史证明（PoH）与权益证明（PoS）结合的高性能公链，拥有丰富的 DeFi、

NFT 和游戏生态，是以太坊之外最重要的公链之一。 

文档地址：https://docs.solana.com 

代码库地址：https://github.com/solana-labs/solana 

 Solang 

通过 Solang，您可以将 Solidity 编写的智能合约编译为适用于 Solana 和 Polkadot 的

代码。该编译器基于 LLVM 编译框架，可生成 WebAssembly（WASM）或 Solana SBF 合

约代码。由此生成的输出经过高度优化，能有效节省 Gas 费用或计算资源。 

文档地址：https://solang.readthedocs.io/en/latest/ 

代码库地址：https://github.com/hyperledger-solang/solang 

 Uniswap 

以太坊上最著名的去中心化交易所，采用自动做市商（AMM）机制，为元宇宙中的

虚拟资产交易提供了去中心化解决方案。 

文档地址：https://docs.uniswap.org 

代码库地址：https://github.com/Uniswap 

 EigenLayer 

以太坊上的再质押（Restaking）协议，通过共享安全模型催生主动验证服务（AVS）

生态系统，为跨链桥、预言机等基础设施降低启动成本和安全风险。 

文档地址：https://docs.eigenlayer.xyz 

代码库地址：https://github.com/Layr-Labs/eigenlayer-contracts 

 FISCO BCOS 

https://docs.arbitrum.io/welcome/get-started
https://github.com/OffchainLabs/arbitrum
https://docs.chain.link/
https://github.com/smartcontractkit/chainlink
https://github.com/solana-labs/solana
https://solang.readthedocs.io/en/latest/
https://github.com/hyperledger-solang/solang
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首创 DMC 算法大幅度提升性能、推出三种架构形态灵活适配业务需求；全链路国

产化，采用国密算法与软硬件体系，支持国产 OS，适配国产芯片和服务器，支持多语

言多终端国密接入。拥有覆盖底层+中间件+应用组件的丰富周边组件。 

文档地址： 

https://fisco-bcos-doc.readthedocs.io/zh-cn/latest/docs/introduction/introduction.html 

代码库地址：https://github.com/FISCO-BCOS 

 Truffle Suite 

旨在简化智能合约和去中心化应用（DApp）的构建、测试和部署流程。通过三个组

件的协作，为开发者提供了一套标准化的开发流程。Truffle：主框架，负责项目管理、

编译和部署。Ganache：用于本地运行一个模拟的以太坊区块链，方便快速测试和调试。

Drizzle：前端库，帮助轻松构建与智能合约交互的用户界面。。 

文档地址：https://archive.trufflesuite.com/docs 

代码库地址：https://github.com/ConsenSys-archive/truffle 

（3） 三维重建开源工具 

 SFM&MVS 三维重建 COLMAP 

 

 

图 3-17 COLMAP 实现 SFM 和 MVS 的稀疏重建和稠密重建 

COLMAP 是传统 SFM&MVS 重建的最经典的开源工具，广泛应用于三维重建和摄

影测量软件领域。它通过多视图几何技术，从多张图像中提取特征点并进行匹配，生成

高质量的三维模型，COLMAP 提供全自动的工作流程，包括特征提取、图像匹配、稀

疏和稠密重建以及三维网格生成。COLMAP 不仅用于传统的稀疏和稠密重建，而且还

https://fisco-bcos-doc.readthedocs.io/zh-cn/latest/docs/introduction/introduction.html
https://github.com/FISCO-BCOS
https://archive.trufflesuite.com/docs
https://github.com/ConsenSys-archive/truffle
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提供了图像位姿估计的能力，为 NeRF、3DGS 建模提供准确的图像位姿，图 3-17 所示

为 COLMAP 实现 SFM 和 MVS 的稀疏重建和稠密重建。COLMAP 支持多种图像格式，

并配备交互式 GUI 工具，便于用户查看和编辑重建过程，COLMAP 支持多平台，包括

Windows、macOS 和 Linux。 

代码库地址：https://colmap.github.io/ 

 

 神经光照场三维重建 NeRFStudio 

NeRFStudio 是 NeRF 等基于可微渲染的三维重建算法建模的一套代表性开源工具，

提供了一套完整的工具链，从数据准备、模型训练到结果可视化和导出，旨在简化和优

化 NeRF 的工作流程。NeRFStudio 支持各种图像数据集格式，并提供数据预处理工具，

方便用户进行特征提取和图像校准，通过集成多种深度学习框架，NeRFStudio 能够高

效地训练 NeRF 模型，支持多种内置基于可微渲染的三维重建算法实现（如 NeRF，

Nerfacto，Instant-NGP，Mip-NeRF，TensoRF，Splatfacto）和新的三方算法（如 ZipNeRF，

Instruct-GS2GS 等），并提供超参数调整和训练监控功能，并且内置交互式的可视化工

具，用户可以实时查看重建的三维场景和生成的视图合成效果，如图 3-18 所示。

NeRFStudio 兼容多种操作系统，包括 Windows、macOS 和 Linux，提供了跨平台的开发

和使用体验。 

代码库地址：https://github.com/threestudio-project/threestudio 

 

图 3-18 实现基于可微渲染引导的三维重建 

https://colmap.github.io/
https://github.com/threestudio-project/threestudio
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（4） AIGC 开源软件：ThreeStudio 和 ThreeStudio-Extensions 

这两个开源工具是开源 3D 内容生成统一框架。通过利用 2D 文本到图像生成模

型，实现从文本提示、单张图像或少量图像生成高质量的 3D 内容。该框架集成了多种 

3D 生成方法和扩展，如 Animate-124、DreamCraft3D 等，如图 3-19 所示，支持从简单

物体到复杂场景的生成。用户可以根据具体需求选择不同配置，并支持通过 Gradio Web 

界面进行操作。ThreeStudio 提供详细的安装指南和丰富的配置选项，适用于多种硬件环

境，特别是 NVIDIA GPU。其主要应用领域包括 3D 建模、虚拟现实、游戏开发等。 

代码库地址：https://github.com/threestudio-project/threestudio 

  

图 3-19 左: Threestudio 实现；右： Threestudio-extensions 实现 

（5） 数字人开源工具：SMPL-X 

SMPL-X 是由加州大学伯克利分校的研究团队开发的，它是 SMPL（Simple Skinned 

Multi-Joint Model）的扩展版本。SMPL-X 可以基于单视图进行人体模型重构与姿态估

计，得到更为精细的人体形态描述，包括肌肉细节、性别差异以及面部表情，使得模型

更接近真实人体。 

SMPL-X 的核心在于一个参数化的三维人体模型，该模型由几千个顶点构成，通过

线性混合形状和皮肤权重来模拟身体形状和姿态的变化。此外，模型还包括了一套灵活

的面部表情系统，基于 Facial Action Coding System （FACS），可以精确地控制 6890 个

面部特征点。 

该项目采用了优化的泊松方程求解器来实现高效的形变计算，同时利用神经网络进

行先验估计，大大提高了从 2D 图像或 3D 扫描数据中恢复人体姿态和形状的精度。此

外，SMPL-X 还支持与常见的动捕设备和软件无缝对接，提供了便捷的数据输入和输出

接口。 

https://github.com/threestudio-project/threestudio
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代码库地址：https://github.com/vchoutas/smplx 

（6） 开源大语言模型 

 GLM（General Language Modeling） 

GLM 模型系列是由智谱 AI 公司开发的自然语言处理模型，源自清华大学的技术成

果，其开源版在全球的下载量超过 1000 万，成为目前下载量和开源影响力最高的国产

大模型之一。智谱 AI 从 2020 年开始研发 GLM 预训练架构，2021 年训练完成百亿参数

模型 GLM-10B，2022 年合作研发了中英双语千亿级超大规模预训练模型 GLM-130B。

2023 年，智谱 AI 推出千亿基座对话模型 ChatGLM，并两次升级。2024 年，GLM-4 模

型推出，支持更长的上下文，具备更强的多模态能力，推理速度更快，支持更高并发，

大大降低推理成本。GLM-4 模型的整体性能相比上一代有大幅提升，特别是在中文能力

方面可以与 GPT-4 相媲美，并能够根据用户意图自动理解、规划复杂指令，自由调用网

页浏览器、代码解释器和多模态文生图大模型来完成复杂的任务。智谱 AI 还推出了个

性化智能体定制功能，用户即使没有编程基础，也能通过简单指令创建属于自己的 GLM

智能体，降低了大模型的使用门槛。 

在线链接: https://github.com/THUDM/GLM-4 

 Llama（Large Language Model Meta AI） 

Llama 是 Meta AI 开发的先进自然语言处理模型，旨在推动 AI 在语言理解和生成领

域的前沿。2023 年 2 月，Meta 推出了 LlaMA 大模型，使用了 1.4T token 进行训练，虽

然最大模型只有 65B，但在相关评测任务上的效果可以媲美甚至超过千亿级大模型，被

认为是近期开源大模型百花齐放的开端之一。Llama 整体 Transformer 架构与 GPT-2 

类似，但所采用的 Transformer 结构和细节与标准的 Transformer 架构有所不同，包括

采用了前置层归一化（Pre-normalization）并使用 RMSNorm 归一化函数 （Normalizing 

Function）、激活函数更换为 SwiGLU，并使用了旋转位置嵌入（RoP）。由于自然语言

处理的需求量巨大，Llama 系列模型及其生态快速发展，主要版本如下：1） Llama 1：

初代 Llama 模型，展现了强大的语言生成能力。2） Llama 2：改进版本，增强了理解和

生成能力，优化了训练算法和数据集。3） Llama 3：进一步提升了模型的性能和应用范

围，针对特定任务进行了微调。 

在线链接: https://llama.meta.com/ 

 

https://github.com/vchoutas/smplx
https://github.com/THUDM/GLM-4
https://llama.meta.com/


117 
 

 

（7） 协同安全开源工具 

 uPort 

uPort 是一个去中心化身份解决方案，旨在为用户提供自主掌控的数字身份，支持

用户在不同平台间进行安全的身份验证和数据共享。 

代码库地址：https://github.com/uport-project 

 Ceramic Network 

Ceramic Network 是一个去中心化的身份和数据存储网络，支持数据的持续更新和

共享。该网络为开发者提供了构建动态去中心化应用的基础设施。 

代码库地址：https://github.com/ceramicnetwork 

 Torus 

Torus是一个密钥管理系统，致力于简化用户身份认证和密钥管理过程。通过Torus，

用户可以使用现有的社交账户登录去中心化应用，确保便捷性和安全性。 

代码库地址：https://github.com/torusresearch 

 NuCypher 

NuCypher 是一个提供代理重加密技术的加密服务网络，旨在确保数据的安全共享

和隐私保护。该技术允许数据所有者在不直接分享密钥的情况下，委托代理重新加密数

据。 

代码库地址：https://github.com/nucypher 

 OpenZeppelin Contracts 

OpenZeppelin Contracts 是一个智能合约安全模板库，提供了经过审计的、可复用的

智能合约组件，帮助开发者构建安全可靠的去中心化应用。 

代码库地址：https://github.com/OpenZeppelin/openzeppelin-contracts 

 Mythril 

Mythril 是一个智能合约安全分析工具，旨在检测智能合约中的潜在漏洞和安全问

题。它支持静态分析和符号执行，帮助开发者识别和修复安全漏洞。 

代码库地址：https://github.com/trailofbits/mythril 

 Aztec 

Aztec 是一个隐私保护基础设施，提供了零知识证明技术，确保区块链上的交易隐

https://github.com/uport-project
https://github.com/ceramicnetwork
https://github.com/torusresearch
https://github.com/nucypher
https://github.com/OpenZeppelin/openzeppelin-contracts
https://github.com/trailofbits/mythril
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私。该协议支持机密交易和数据保护，为去中心化应用提供隐私保障。 

代码库地址：https://github.com/AztecProtocol 

 OpenSSL 

OpenSSL 是一个强大的开源工具包，用于实现 SSL 和 TLS 协议。广泛应用于网络

通信中，确保数据传输的安全性。 

代码库地址：https://github.com/openssl/openssl 

 Tor Project 

Tor Project 是一个免费的开源软件，能够保护用户的匿名性，防止网络流量被追踪。

适用于在元宇宙中保护用户隐私。 

代码库地址：https://www.torproject.org/ 

 Snort 

Snort 是一个开源网络入侵检测和防御系统，可以实时监控网络流量并识别潜在的

安全威胁。 

代码库地址：https://github.com/snort3/snort3 

 Suricata 

Suricata 是另一个开源 IDS/IPS 引擎，提供高性能的网络安全监控功能。 

代码库地址：https://github.com/OISF/suricata 

 星际文件系统（InterPlanetary File System， IPFS） 

IPFS 是一个去中心化的分布式文件系统，旨在实现更快、更安全和更开放的互联网。 

开发文档地址为：https://docs.ipfs.tech 

代码库地址：https://github.com/ipfs 

 OpenRefine 

OpenRefine（以前称为 Google Refine）是一款强大的数据清洗工具，适用于处理大

型数据集。它支持数据转换、清洗、格式化等功能，可以处理复杂的数据清洗任务。 

开发文档地址为：https://openrefine.org/docs 

代码库地址：https://github.com/OpenRefine/OpenRefine 

 Libsnark 

Libsnark 是一个用 C++编写的开源库，提供了构建 zk-SNARKs 所需的基本工具。 

代码库地址：https://github.com/scipr-lab/libsnark 

 HElib 

https://github.com/AztecProtocol
https://github.com/openssl/openssl
https://www.torproject.org/
https://github.com/snort3/snort3
https://github.com/OISF/suricata
https://docs.ipfs.tech/
https://github.com/ipfs
https://openrefine.org/docs
https://github.com/OpenRefine/OpenRefine
https://github.com/scipr-lab/libsnark
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HElib 是一个实现同态加密（HE）的开源代码库，能实现加、减、乘的全同态加密

操作，保障计算过程安全。 

代码库地址：https://github.com/HomEnc/HElib 

 PrimiHub 

PrimiHub 是一个开源隐私计算平台，它支持多方安全计算、联邦学习等多种隐私计

算技术，保障数据保密性及完整性。 

代码库地址：https://github.com/primihub/primihub 

 DataHub 

DataHub 是一个开源的元数据平台，旨在帮助企业管理和治理其数据资产。它由

LinkedIn 开发，能够捕获、存储和查询各种数据资产的元数据。 

代码库地址：https://github.com/datahub-project/datahub 

 Pillow 

Pillow 是 Python Imaging Library （PIL） 的一个分支，提供了强大的图像处理能

力，可以用于在图像上添加水印。 

代码库地址：https://github.com/python-pillow/Pillow 

 

（8） 世界模型开源工具 

• 真实世界世界模型：YUME 

YUME[87]由开源社区开发的一套生成式世界模型框架，旨在简化和加速交互式虚

拟世界（Interactive World）与可探索场景（Explorable Environment）的构建。它提供

了一系列预构建的、多模态输入支持的世界生成能力，能够根据文本、图像或视频创

建具有连贯结构、可导航、可操作的三维动态场景。YUME 采用模块化设计，提供了

一系列核心组件，如场景理解、世界构建、交互控制和动态渲染等。这些组件可以单

独使用，也可以组合起来，实现更复杂的世界模型功能。通过组合这些模块，开发者

能够快速构建交互式虚拟环境、沉浸式体验系统或智能体训练世界，从而节省大量的

开发时间和成本。此外，YUME 支持多模态输入，并预留跨平台扩展能力，能够在桌

面端、训练平台和未来的移动设备环境中部署和运行。总之，YUME 不仅具备强大的

生成能力和灵活性，还通过其模块化结构和对多场景的兼容性，极大地简化了世界模

型应用的开发过程。 

https://github.com/HomEnc/HElib
https://github.com/primihub/primihub
https://github.com/datahub-project/datahub
https://github.com/python-pillow/Pillow
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代码库地址：https://github.com/stdstu12/YUME 

• Matrix-Game 系列 

Matrix-Game[88]世界模型是一类聚焦游戏场景智能生成的特色化世界模型，其核

心价值在于以“矩阵化规则映射”为技术核心，为《我的世界》（Minecraft）、《神

庙逃亡》等不同类型游戏提供高效、多样且符合玩法逻辑的场景生成方案。与通用世

界模型不同，它将游戏的核心玩法约束（如地形通行规则、障碍物分布逻辑）、视觉

风格标准（如像素化或写实化纹理）及交互反馈机制，拆解为可量化的矩阵参数，通

过构建“元素组合矩阵”与“规则约束矩阵”的双维框架，实现场景生成的精准可

控。例如在《我的世界》中，它能将方块类型、生物群系特性、资源分布概率转化为

关联矩阵，快速生成兼具探索性与合理性的随机地形，同时确保矿脉位置、村庄布局

符合游戏平衡规则；在《神庙逃亡》这类跑酷游戏中，则通过动态调整“障碍物类型-

出现间隔-路径分支”的矩阵参数，生成难度循序渐进且避免重复的跑道场景，适配玩

家的操作节奏。此外，该模型还能融合玩家行为数据优化生成逻辑，比如根据玩家在

游戏中的偏好路径，动态调整矩阵权重，让生成的场景更贴合不同玩家的游玩习惯。

这种将游戏场景生成需求与矩阵化建模深度结合的特性，使其成为游戏开发中降低场

景设计成本、提升内容多样性的关键工具，为 procedural content generation（PCG，程

序化内容生成）技术提供了高效的实现路径。 

代码库地址：https://github.com/SkyworkAI/Matrix-Game 

 

 

 

  

https://github.com/SkyworkAI/Matrix-Game
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 元宇宙典型应用 

元宇宙作为新质生产力重要应用场景，各部委各地市为促进元宇宙的发展应用，累

计出台相关政策超 150 项。23 年工信部等 5 部委联合印发《元宇宙产业创新发展三年行

动计划（2023—2025 年）》、25 年 8 月国务院印发《关于深入实施“人工智能+”行动

的意见》、25 年 9 月商务部等 8 部委印发《关于大力发展数字消费共创数字时代美好生

活的指导意见》，明确提出加快实施“人工智能+”消费提质重点行动，加快人工智能与

元宇宙等技术融合和产品创新，为元宇宙产业与实体经济深度融合、消费市场提质升级

提供了政策支撑与发展路径。在应用场景创新方面，明确指出需“人工智能+”消费提

质，鼓励运用元宇宙等技术创新表现形态，创新数字内容消费；鼓励运用人工智能、虚

拟现实、增强现实等信息技术打造沉浸式、体验式的多元化消费场景。 

元宇宙的应用已经深入千行百业。在文旅元宇宙中，用户可以虚拟游览全球名胜古

迹，体验历史文化，推动旅游业新模式和文化遗产保护。教育元宇宙通过沉浸式学习环

境，使学生能在虚拟教室中与全球师生互动，提高了学习的趣味性和效率。工业元宇宙

通过数字孪生和虚拟现实，为工业生产提供解决方案，提升了生产效率和安全性。办公

元宇宙通过协同办公和 AI 辅助，促进全球团队协作，提升办公效率。体育元宇宙让用

户以更沉浸的方式观赛，参与多样化的数智竞技，增加了体育活动的趣味性和参与度。

娱乐元宇宙为用户提供虚拟演唱会、游戏和社交活动，扩展了娱乐产业的边界。金融元

宇宙通过区块链技术，提供安全透明的交易环境，促进数字资产管理和流通。供应链元

宇宙利用虚拟现实和区块链技术，提升了供应链的可视化和透明度，优化物流和库存管

理。农业元宇宙通过虚拟现实和物联网，实现作物实时监控和智能管理，提高了农业生

产效率和可持续性。 

元宇宙技术的快速发展不仅赋能了各个行业，提升了行业效率，更加速了数字经济

的创新与变革。随着技术的不断进步，元宇宙将在更多领域展现出其无限潜力，推动整

个社会的运行效率迈上新台阶。 

4.1 文旅元宇宙 

文旅行业作为传承文化血脉、拉动经济增长、满足民众精神需求的重要支柱，在新

时代发展中却面临着诸多亟待突破的瓶颈与挑战：1）体验形式固化单一：当前多数文旅
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场景仍以“观光式”“讲解式”为主，游客多处于被动接收状态，难以深度参与其中，

对文化内涵的感知流于表面，无法形成强烈的情感共鸣与记忆点。2）文化传播效能不

足：大量非物质文化遗产、历史典故等文化资源因缺乏生动载体，难以突破时空限制触

达更广泛受众，部分小众文化资源甚至面临传承断档的风险。3）资源开发与承载失衡：

热门景区每逢节假日便陷入“人满为患”的困境，游客体验大打折扣；而一些偏远地区

的优质文旅资源则因地理位置、宣传力度等因素，面临开发不足、鲜为人知的尴尬局面。

以 VR 大空间、虚实融合交互、数字导览员等为代表元宇宙技术实现沉浸式场景构建、

高质量实时渲染等，为破解上述文旅发展难题提供了全新的技术路径与应用形态。根据

VR 陀螺统计，截止 2025 年 8 月，全国超 2000 家大空间体验门店，预计到 2025 年年

底，市场总门店数量或突破 3000 家。2025 年 3 月，国家电影局发布《关于促进虚拟现

实电影有序发展的通知》，规范 VR 大空间向影院体验发展。截至 2025 年 9 月，共有

48 部虚拟现实电影完成立项并获得“龙标”资格，涵盖历史、科幻、文化等多种题材，

标志着 VR 大空间开始进入规范化、高质量发展阶段。 

（1）《琴岛奇遇》VR 大空间 

基于 5G-A、高精度 3D 建模、分布式实时渲染等技术研究成果，中国移动咪咕深入

布局 XR 沉浸式业态，打造了《琴岛奇遇》VR 大空间。《琴岛奇遇》以首个鼓浪屿 IP

元宇宙原创故事《奇妙家庭音乐会》为蓝本，通过“八闽文脉·记忆”“乐动琴岛·守

护”“钟声依旧·时光”“以乐会友·圆满”四大篇章生动串联起鼓浪屿的如画景致和

音乐秘境。游客只需穿戴 VR 眼镜和手柄，便能以“家庭音乐会嘉宾”身份跟随“时空

领航员”穿越时空隧道，以第一视角开启寻找、守护、修复的鼓浪屿时空之旅。游客通

过本案例既能畅游鼓浪屿秀美风光和人文建筑，也能通过触发多重剧情，加深对鼓浪屿

深厚历史文化底蕴的了解。本案例已获得 2025“金海豚奖”虚拟现实数字作品大赛“闽

台文化虚拟现实（VR）数字作品金奖”“VR 大空间 2024-2025 年度应用潜力奖”，入

选“福建省文化和旅游厅 数字文旅应用场景优秀案例”“2025 UWA 超高清产业应用案

例”。 
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图 4-1 “琴岛奇遇”大空间 

（2）《敦煌奇境》VR 大空间 

中国移动咪咕公司携手敦煌研究院、零卡文化运用 5G+XR 技术突破传统展览局限，

打造了《敦煌奇旅》VR 大空间项目。作为国内首个聚焦第 220 窟的多媒体展览的延续

之作，《敦煌奇旅》体验时长约 30 分钟，围绕“一念”“一夜”“千年”及“绝响”四

大篇章展开，观众将扮演洞窟守护者的角色，踏上帮助翟通寻找第 220 窟壁画粉本的冒

险之旅。在旅途中，不仅可 360°自由漫游于大唐盛世，领略长安盛景，还能深入第 220

窟与壁画互动，触发丰富的知识点，并解锁唐韵音律的惊喜彩蛋。本项目通过高精度画

面、富有创意的故事线、易于操作的互动设计，生动展现了第 220 窟壁画和大唐乐舞景

象，让观众在享受视听盛宴的同时，深入感受唐代长安与敦煌两地的历史渊源，以及敦

煌作为文化交汇地的重要意义。基于“咪咕未来空间”计划，本项目自 2024 年 11 月亮

相以来便已在多个省市的中国移动营业厅成功落地应用，包括北京西单大悦城厅、广州

全球通大厦厅、江苏泰州厅、四川眉山厅、上海长寿路厅、惠州厅、南宁厅等标杆厅店，

初步形成了覆盖华北、华东、华南、西南的示范网络。 
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图 4-2 《敦煌奇旅》大空间 

4.2 教育元宇宙 

教育行业在当今社会扮演着至关重要的角色，当前我国教育仍然面临一些主要问题

和挑战：1）教育资源不均衡：城乡、地区之间教育资源的分配不均衡是当前中国教育面

临的主要问题之一。一线城市和发达地区的教育资源相对充裕，而一些农村地区和欠发

达地区的教育资源严重匮乏。2）教育质量参差不齐：我国教育体系存在着以升学率和考

试成绩为导向的倾向，导致一些学校过度注重应试教育，忽视了学生的全面发展和创新

能力的培养。教育与就业之间脱节。3）教育与就业之间存在着一定程度的脱节，一些学

生在校期间接受的教育与实际工作需求不相符，导致毕业生就业能力不足，出现了大量

的“应届生失业”现象。元宇宙技术，包括 ARVR 设备、显示技术、SLAM、实时交互、

虚拟培训学习、虚实融合指导、智能教具、智能考核判断、AIGC、数字人等，在解决上

述挑战中提供了新工具新形态。 

（1） VR 虚拟教学和模拟训练 

通过元宇宙 VR 教学平台，学生可以进行各种科学实验和职业训练，无需真实的实

验室或工作场所。例如，学生可以在虚拟实验室中进行化学、物理或生物实验，模拟各

种工程项目的设计和操作，从而获得实践经验和技能培训。 

咪咕以北京新首钢高端产业综合服务区的炼钢厂旧址场景为基础，开发了覆盖小初
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中研学体系，并通过咪咕数智竞技科技中心提供研学服务。其中，《钢铁是怎样炼成的》

沉浸体验课程采用游戏化交互设计，学习者通过 VR 设备即可在 360°环绕的熔炉场景

中自主探索钢铁工业奥秘，从历史、物理、化学、政治等各个角度学习钢铁制造的过程，

实现知识传授与科技体验的深度协同。 

 

图 4-3 《钢铁是怎样炼成的》沉浸体验课程效果 

（2） AR 实训和智能考核 

通过元宇宙 AR 教学平台，学生可以进行实操训练，通过虚实融合的指导操作方式，

强化学习记忆，加深实操印象，同时结合元宇宙视觉检测考核能力，实时检测学生操作

正误并实时反馈。 

2022 年 10 月，南方电网应急实训部引入了 AR 实训及考核方案。如图 4-4 所示，

该方案基于应急培训需要的实物、人员、流程、环境等，构建了智能教具，基于 AR 设

备实现在真实环境中增强现实指导信息，同时支持远程专家接入指导；基于 MR 摄像机，

以第三视角直播现场虚实操作过程，可以让其他学员通过直播平台查看学习。该应用在

技术成熟度、课程内容具体化、AR 技术与培训需求的融合度上在当时都达到了国内一

流、国际领先水平，获得广东电网各地市局专家团队的一致认可，并入选亚洲创新成果

展览。 
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图 4-4 基于 AR 设备的南网应急 AR 实训 

丰田北美汽车公司拥有数万名团队成员，每年在美国、加拿大和墨西哥生产 100 多

万辆汽车。确保所有员工清楚如何组装最新型号需要一个强大的培训计划，通过大量的

教学来帮助新人在不中断生产过程的情况下进行学习。2021 年 10 月，丰田汽车北美公

司在 HoloLens 2 部署了 Dynamics 365 Guides 和 Dynamics 365 Remote Assist，如图 4-5

所示。培训师可以快速轻松地创建和更新内容，并同时向多个受训人员讲授内容。另一

方面，公司可以跟踪相关的学习进度，以确定优化培训的机会。当需要实时专家支持时，

团队成员可以使用 Dynamics 365 Remote Assist 来快速与远程专家对接，并在真实工作

环境中启用 3D 注释。 

目前元宇宙技术在教育领域已经展现出巨大的潜力，但仍然存在较多的局限性，包

括技术成熟度不高、应用开发门槛高、ARVR 终端硬件普及率低、缺少优质的课程内容

和教学设计、缺乏统一的标准和规范等问题。 

随着 ARVR 设备、显示技术、SLAM 技术、AIGC 等元宇宙技术的不断成熟和在教

育领域应用场景的探索，元宇宙教育应用的应用开发成本、设备成本将进一步降低，更

多的优质课程内容将不断涌现，我们相信未来教育行业将迎来更加均衡化、个性化、智

能化的变革。 
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图 4-5 基于 Hololens 和 Dynamics 365 Guides 的汽车公司员工培训 

4.3 工业元宇宙 

工业作为国民经济的支柱产业，承载着实体经济高质量发展的核心使命。我国已

成为全球制造业大国，2024 年制造业附加值（2015 年不变美元价格）达 5.06 万亿美

元，是美国的 2.13 倍，制造业总体规模连续 15 年居全球首位，为向“工业强国”跨越

奠定坚实基础。但在发展进程中，我国工业仍面临诸多亟待突破的挑战：1）生产效率

与质量瓶颈：部分传统制造环节依赖经验驱动，设备运维以事后维修为主，易出现停

工损失，精密制造领域的工艺精度与产品一致性仍有提升空间；2）创新转化效率偏

低：产学研融合不够紧密，实验室技术向工业生产线转化的周期长、成本高，关键核

心技术的产业化应用存在壁垒；3）资源协同能力不足：供应链各环节信息孤岛现象突

出，生产计划与市场需求衔接不及时，跨区域、跨企业的产能调配与资源共享效率低

下。《中共中央关于制定国民经济和社会发展第十五个五年规划的建议》明确提出促

进实体经济和数字经济深度融合，工业互联网作为重要支撑，2024 年核心产业规模已

达 1.53 万亿元，标识解析体系基本形成。而工业元宇宙在工业互联网基础上实现进阶

升级，深度融合虚拟现实（VR/AR）、数字孪生、区块链、物联网、大数据、人工智

能等技术，为破解工业发展难题、构建高级形态数实融合工业生态提供了全新路径。 
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（1） 工业互联网工厂 

2024 年 5 月，微网优联携手中移物联、成都移动、华为等单位，建设了四川首个

3C 电子行业“5G+全连接工厂”。该项目融合中国移动 5G 专网运营平台 OneCyber、

园区智服平台 OnePower、工业互联网平台 OnePark 等三大平台打造新型工业互联网基

础设施，将企业生产数据、设备数据等数据沉淀为数据资产，以数据驱动企业在生产

过程中的决策和运营，实现产线级/车间级/工厂级等生产现场的广泛连接、信息和运营

深入融合、数据要素充分利用，项目实现设备 100%互联、工厂自动化率提升 33%、人

均生产效率提升 43%、应用上线周期缩短 30%、安全巡检投入降低 60%，以工厂的工

业互联网升级实现降本增效。 

 

图 4-6 微网优联“5G+全连接工厂” 

 

图 4-7 中移物联园区智服平台 OnePower 整体架构 
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（2） 虚拟部署与模拟仿真 

随着机器狗智能巡检在南网东莞局的试点成功，东莞局机器狗“吠云”成为全国率先

实现变电站设备巡视全覆盖的单台智能装备。2025 年为加快推广试点成果，助力南网

“机器代人”的变电站巡检任务目标达成，南网携手联想等单位，在南网 5 省区域（广东、

广西、云南、贵州、海南）20 余所变电站上线了电力机器人智能巡检系统，实现了四足

机器人自主巡视。项目上线的过程中，基于元宇宙技术的机器人虚拟部署与模拟仿真技

术，为机器人的批量部署实施快速上线提供了坚实的基础。项目实施阶段，通过激光雷

达及 RGB 相机对变电站进行扫描重建，生成 1:1 高拟真的虚拟三维场景，如图 4-8 所

示；基于孪生体、空间计算技术，将物理世界中的巡检机器人在虚拟空间中构建，并在

虚拟空间中进行任务部署，包括停靠位置生成，拍摄范围生成，机器人行走路径规划生

成及运行模拟，如图 4-9 所示；在虚拟空间中得到准确的部署数据并一键同步至物理环

境机器人，开启机器人自主巡检巡逻，将传统的耗时耗力的机器人勘探部署环节由线下

搬至线上，实现了部署效率 600%的提升和部署成本 180%的降低。 

 

图 4-8 1：1 高拟真虚拟三维电站 
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图 4-9 机器人任务虚拟部署及模拟仿真运行 

（3） 车间智能监控与运维 

2024 年 3 月，中烟下属某卷烟厂细支烟制丝车间上线一套开放性的孪生智能监控

运维系统，实现制丝的精益化智能管理。在图 4-10 所示系统中，基于三维重建技术重建

了虚拟工厂模型，系统结合工业相机、深度相机等实现对产线生成的实时图像采集，及

接入烟厂设备 IOT 平台，实现了 3000kg/h 制丝线的统一管理，生产过程实时同步及生

产调度产前仿真，提升了生产组织的有效性和产品质量的稳定性，实现了设备故障管理、

物料平衡分析、人员安全作业管理。 
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图 4-10 卷烟制丝车间孪生智能监控运维系统 

凭借着数字孪生工厂、虚拟规划与模拟仿真、智能监控与运维、远程协作与培训、

数据分析与优化等应用的落地，元宇宙技术在工业领域已经展现出巨大的潜力。随着元

宇宙构建成本的降低和元宇宙智能应用的价值释放，将有更多的工业企业进行元宇宙数

实融合数字化转型。面向未来，我们可以预见工业元宇宙将向工业运行机理、仿真预测、

自主决策等纵深方向持续发展并发挥更大的价值。 

 

4.4 办公元宇宙 

办公元宇宙指借助虚拟现实、人工智能、语音识别、空间定位等新兴元宇宙技术突

破时间和物理空间的限制，为用户带来最接近面对面工作的体验，达到提升办公、生产、

沟通、协作效率的目的。新冠疫情以来，全球远程办公需求激增，催生了更多的办公元

宇宙需求场景，也带来了更多的挑战。 

（1） 远程协作平台 

Horizon Workrooms 是一个虚拟会议空间，能够不限地点支持您和您的同事开展更

好地协作，如图 4-11 所示。以卡通形象加入 VR 会议，或者通过您的电脑拨号加入会

议。利用虚拟白板直观展示您的想法。将您的电脑和键盘带入 VR 世界，与其他人开展

协作，或者只需进行富于表现力的对话交流，尽享身临其境般的协作体验。借助 Horizon 
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Workrooms 提供的 VR 空间，团队成员可以联系交流、开展协作和集思广益，即使天各

一方，也能与团队成员围坐在桌前畅所欲言。 

 

图 4-11 Horizon Workrooms 虚拟会议空间 

 

（2） AI PC 

联想在 2024 年 4 月份的联想创新科技大会上一口气连发 10 余款 AI PC 产品，宣告

AI PC 时代的正式到来。联想 AI PC 配备个性化的个人智能体——联想小天，它是一个

具备内嵌个人大模型与用户自然交互的智能体，由嵌入本地的天禧大模型驱动，通过自

然交互，在工作、学习和生活等诸多场景中带来全新的 AI 体验，搭载了十余款堪称“杀

手级”的联想小天核心应用，包括 AI 画师、AI PPT、文档总结、知识问答、AI 识图、会

议纪要等等，且还在不断增加。用户只需要通过快捷键一键调出联想小天，即可以使用

语音或键盘输入等多种自然交互方式使用这些 AI 技能。 

微软于 2024 年 5 月发布新一代 Copilot+PC，接入 GPT-4o 提供各种实时 AI 能力。

可以在打游戏的时候和 AI 对话，实时翻译字幕、以及上文提到的 recall anything 等。其

革新主要体现在系统层面，同时端侧也深度集成了 40 多个 AI 模型 ，使得 Copilot 具备

更强大的 AIGC 能力，如图 4-12 所示。 

  

图 4-12 联想 AI PC-小天智能体（左），微软 Copilot PC（右） 
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凭借着元宇宙会议虚拟空间、远程协作平台、AI PC、AI 办公系统等元宇宙软硬件

平台的落地，元宇宙技术在办公领域已经展现出巨大的潜力。当下，以虚拟会议系统为

代表的软件平台还存在着虚拟角色恐怖谷效应，以 AI PC 为代表的硬件平台还存在着应

用不足、价格高昂等问题。面向未来，我们可以预见办公元宇宙将向 AI 智能体、虚拟

办公协同等纵深方向持续发展并发挥更大的价值。  

 

（3） AI 辅助办公的新进展 

2024 年以来，AI 技术的突破性进展为办公元宇宙带来了前所未有的变革。端侧 AI

算力实现质的飞跃，M4 Max、AI395 等处理器开始具备强大的 AI 能力，使垂直领域端

侧大模型部署成为现实。高性能笔记本可在本地推理 32B 模型（约 15 tps），足以胜任

日常办公任务，企业无需依赖云端服务即可获得智能办公体验，满足数据安全和离线需

求。同时，DeepSeek 等开源模型使中小企业定制化部署成为可能：采用双路 Xeon 处理

器搭配 3TB DDR4 内存即可运行 671B 参数大模型，虽然推理速度仅为 2 tps，但随着厂

商解决内存带宽瓶颈、或采用"内存驻留+GPU 加速"等优化方案、甚至利用 V100 等二

手服务器集群等经济方案，小型企业可在可控成本内实现本地大模型部署。软件层面，

Cursor、Claude Code 等 AI 编程助手结合能力突飞猛进的大模型、RAG 技术和 MCP 协

议，使人工智能与日常办公场景深度绑定。这些工具已从简单代码补全进化为能够理解

上下文、自主规划任务、多步骤协同工作的智能代理，实现了"AI 辅助的零代码基础编

程"。硬件方面，Vision Pro 等 MR 设备通过直观手势交互和空间计算能力降低了虚拟世

界操作门槛，使虚拟办公和会议场景成为可能。 

基于这些技术支撑，许多企业当前已开始将 AI 技术用于辅助办公。实践表明，完

全不懂编程的金融交易员通过 AI 对话式交互，实现了从数据爬取、清洗、批量处理到

报表生成的完整自动化流程；程序开发人员利用 AI 工具理解项目结构、自动重构代码、

生成测试用例，开发效率获得数倍提升。类似应用正在各行业快速普及：财务人员自动

处理发票识别和账务核对，市场人员批量生成营销内容和数据分析报告，行政人员实现

会议纪要自动生成和日程智能管理，研究人员进行文献检索和报告撰写。企业可建立本

地化 AI 办公助手系统，既保证数据安全，又能根据特定业务定制优化，形成专属知识

库和工作流程。AI 已从辅助工具转变为深度参与业务流程的"数字同事"，为办公元宇宙

实现奠定了坚实基础。 
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4.5 娱乐元宇宙 

元宇宙的概念最初源自科幻小说，但其实际发展极大地借鉴了视频游戏领域的技术

与设计理念。以虚拟形式存在的游戏不仅为元宇宙提供了理想的试验场，还成为了元宇

宙展现的主要形式之一。实际上，在元宇宙这个概念变得广为人知之前，具备元宇宙特

征的应用几乎全部来自于游戏领域。 

自 20 世纪 90 年代起，随着互联网的发展，一些开放世界多人在线游戏开始展现出

元宇宙的特性。经过二十多年的演进，这种结合已形成显著规模并走向成熟，催生了诸

多创新的发展路径。接下来将通过时间线回顾，并结合国际和国内的实践经验，展示一

些具有代表性的娱乐元宇宙案例。 

（1） EVE Online 

在 2000 年前后，互联网的快速发展促成了大批具有元宇宙特征的网络游戏，除了

著名的 Second Life[322]以外，冰岛公司 CCP Games 开发的 EVE online 也是其中的佼佼

者。它以庞大的虚拟宇宙、复杂的经济系统和玩家之间高度自主的互动而闻名，这些特

点使其成为探讨元宇宙的极好案例。 

EVE Online 构建了一个庞大且复杂的虚拟宇宙，包含超过 7000 个星系，每个星系

都有自己的行星、空间站和矿场。玩家在这个沙盘式世界中扮演太空飞行员，可以从事

探索、采矿、制造、贸易和参与 PvP/PvE 战斗等活动[323]，如图 4-13 所示。EVE 的经

济由玩家驱动，涵盖从原材料采集到高级产品制造所有环节，市场价格由供需决定[324]。

游戏中的社交结构复杂，玩家可以选择成为守法公民、加入玩家军团、成为星际商人或

海盗等社会角色，玩家间的合作与对抗形成了丰富的社会动态。EVE Online 的时间与现

实世界同步，一场战役甚至可能持续数日。玩家行为不断影响着虚拟世界的发展，谱写

了这个世界中的历史[325]。 
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图 4-13 玩家可以在 EVE Online 世界中从事活动一览表 

通过这些特性，EVE Online 展示了一个虚拟世界可以如何具备元宇宙的核心特征，

尤其是在经济系统、社交互动、身份表达和系统可持续发展方面。虽然不具备现代元宇

宙可能包含的所有技术如 AR 或 VR，但它的复杂性和玩家的深度参与已经非常接近元

宇宙的概念[326]。 

（2） Roblox 

2021 年，知名游戏公司 Roblox[327]上市，迅速成为元宇宙在投资领域的代名词，

这也成了元宇宙发展的重要里程碑，标志元宇宙概念开始受到商业上的认可[328]。 

诞生于 2004 年的 Roblox 目前已经成长为全球最大的多人在线游戏创作平台，它不

仅仅是一个游戏，更是一个创意孵化器，让每个玩家都能成为游戏世界的创造者。如图

4-14 所示，在 Roblox 中，玩家可以体验到各种类型的游戏，从经典的赛车、射击到角

色扮演、解谜等，种类繁多，应有尽有。但 Roblox 的魅力远不止于此。其核心在于提供

了强大的开发工具集，让玩家可以设计自己的游戏规则、建造独特的环境、编写引人入

胜的故事线。这种创造力的自由发挥，使得 Roblox 成为了一个充满活力的社区，每天

都有新游戏诞生。 
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图 4-14 Roblox 世界中多样化的应用 

Roblox 提供了一个沉浸式的虚拟世界，其中内容主要由用户创造，涵盖游戏和各种

虚拟物品。它不仅支持跨平台访问，还内置了虚拟经济系统和丰富的社交功能，使用户

可以在连续的虚拟环境中进行交互、交易和社区建设，展现了元宇宙的核心特征：创造

性、经济互动和社交互动[329]。Roblox 证明了虚拟世界的价值，以及用户生成内容（UGC）

在游戏行业中的巨大潜力。其货币系统和经济模型，为玩家提供了将创意变现的机会，

让游戏创作成为一种可能的职业。 

（3） 中国移动 M-Space 元宇宙空间 

2024 年 10 月，江苏移动联合咪咕打造的国内首个 3D 实时交互的“AI+权益+数字

藏品”M-Space 元宇宙空间，聚合“1 个数字家+N 个数字城市街区场馆”创意场景，提

供丰富数字权益、精美数字藏品与资产、趣味数字空间互动三大玩法体验，为用户提供

一个获取业务资讯、拓展社交互动、聚合权益资产等涵盖多样玩法的娱乐数字空间。 
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图 4-15 中国移动 M-Space 元宇宙空间 

 

以上娱乐元宇宙的应用案例主要通过游戏平台构建虚拟世界，为用户提供了有别于

传统娱乐方式的沉浸式体验。自由的虚拟环境激发了用户内容创新的主动性，让用户直

接参与游戏内容的塑造。强大的社交互动使得用户的体验更加丰富多样，而不仅限于游

戏发行商提供的游戏内容[330]。此外，很多游戏元宇宙内设有自己的经济系统，玩家可

以通过交易虚拟商品或服务来赚取虚拟货币，实现与现实世界价值的转换。 

但是，由于技术限制，目前游戏元宇宙仍受限于图形质量、服务器容量和实时互动

的技术限制，影响用户体验的连贯性和沉浸感。随着用户在虚拟世界中参与程度的加深，

数据安全和个人隐私也成为重大问题。此外，虚拟经济的波动、法律和监管框架的缺位，

使用户的资产面临较高风险，Second Life 的衰落就是典型案例[329]。中心化元宇宙中虚

拟资产的归属问题，也使得用户在面对开发商/运营商时处于弱势地位。 

在可预见的将来，增强现实和虚拟现实会发展并完善，伴随更高效的数据处理和通

信技术，元宇宙在用户感官方面的沉浸感和互动感会进一步提升。结合区块链技术和去

中心化治理架构的发展，将推动更深层次的社会和经济互动，包括新经济模型的建立和

全球社交网络的扩展[331]。同时，法规更新和道德准则的建立将确保用户隐私和安全，

教育和职业发展也将通过元宇宙获得新的机遇。这些都预示着元宇宙将通过技术创新、

社会互动和教育机会为未来社会带来更深远的变革。 
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4.6 体育元宇宙 

当前，元宇宙与体育的深度融合正以前所未有的速度重塑体育体验方式，其发展趋

势主要体现在体验沉浸化、赛事虚拟化、空间数字化和服务个性化四个核心维度。通过

虚拟现实和增强现实技术，用户可以身临其境地参与虚拟赛事或通过数字孪生技术在元

宇宙中体验骑行、滑雪等运动场景；传统体育赛事与电子竞技的结合催生了虚拟体育联

赛，例如 PGA、NFL 等机构已布局元宇宙赛事以拓展粉丝经济；区块链和 AI 技术赋能

的空间数字化不仅重构了体育消费生态，还衍生出数字藏品、智能场馆管理等新商业模

式；而基于用户数据的个性化服务则通过智能硬件和算法推荐，实现了运动方案定制和

沉浸式社交互动。这些变革不仅打破了物理空间限制，更以虚实融合的模式推动体育产

业向沉浸、开放、智能的方向演进。 

（1）基于 XR 头显的沉浸观赛 

咪咕视频 Vision 版基于苹果 Vision Pro 头显，独家支持多赛同看、多视角切换、沉

浸式交互操作等功能，通过空间感知技术与场景重建能力，用户可自由组合观赛画面，

在现实空间中实现“上帝视角”观赛体验。针对篮球、足球等核心赛事，平台提供战术

沙盘等特色功能，极大提升赛事信息获取效率与观赛深度。 

 

图 4-16 咪咕视频 Vision 版沉浸观赛 

（2）数智竞技 
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咪咕数智竞技科技体验中心是一个集文化、体育、科技、教育于一体的创新场

所。依托中国移动 5G、算力网络和分布式云渲染等前沿技术，打破了传统竞技模式，

打造了“比特骑行”“火线精英”“钢铁突袭”等自主可控、自由发挥、即时对抗、

实时在线的全新竞技体验。 

“比特骑行”融合 5G 技术、云游戏技术和增强现实技术，将传统体育竞技数字

化、智能化，用户通过大小屏幕和 AR/VR 眼镜的助力完成骑行运动，不仅能够与全国

参赛者共同飞驰在竞速赛道之上，还能悠闲漫游于风景名胜之中，实现足不出户完成

体能训练的目标。 

 

图 4-17 “比特骑行”体验界面 

“火线精英”基于大空间 VR 定位技术和穿戴式 VR 交互竞赛设备，实现参赛队员

在数字世界中高强度 PVP 对抗的团队竞技项目，则能够推动传统游戏电竞的体育化、

公益化、健康化发展，以创新的玩法和模式，打破市场对于体育竞技的刻板印象。 

 

图 4-18 “火线精英”体验现场 
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“钢铁突袭”利用 VR+AR+MR、大空间定位，动作捕捉等技术，参赛人员身穿数

智装备，可在数实融合的空间中进行对抗竞技，完全实现了科技与体育的完美融合。 

 

图 4-19 “钢铁突袭”体验现场 

（3）沉浸数字健身 

为满足全年龄段用户的多元化健身需求，咪咕开发并集成超 300 款互动内容，构建

出丰富的数字健身生态。其中《天天八段锦》由北京体育大学专家亲自完成动作捕捉与

授课，数智人教练古逸飞提供专业指导，课程结合写实 3D 自然景观与流畅动画，营造

出身临其境的沉浸式练习环境，实现数字技术与健康生活的完美融合。 

 

图 4-20 咪咕《天天八段锦》体验界面 

 

4.7 金融元宇宙 

元宇宙是互联网、区块链、5G、人工智能等技术发展到现阶段的“集大成者”，从场

景、互动到消费，元宇宙在场景上的叙事能力将发挥重要作用。当前，金融机构之间服

务和产品同质化严重，在机构纷纷寻求发展各自优势的努力中，元宇宙将成为企业脱颖
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而出的突破口，金融业本质上是为资金流通提供服务，而金融元宇宙[332]带来的新的资

产内容和流通形式将为其带来新的增长点。 

（1） 数字员工 

目前银行机构的数字员工在国内应用较多，用虚拟数字人技术打造数字员工，在品

牌营销、客户服务、业务办理等领域发挥作用。例如百信银行的虚拟数字人艾雅，作为

人工智能（AI）虚拟品牌官，在直播、短视频新媒体领域发挥作用，如图 4-21 所示；宁

波银行推出 001 号数字员工“小宁”，主要承担大堂经理负责客户服务工作，并且内置知

识库，能够回答 550 个常见业务问题。虚拟数字人垂类核心企业 50 余家，主要集中于

北京、广东、上海、浙江等地。 

 

图 4-21 百信银行虚拟员工艾雅 

（2） 虚拟营业厅 

客户可以在营业厅中办理业务，获得更加沉浸的体验。例如 2022 年工商银行[333]

推出“VR 元宇宙虚拟营业厅”（如图 4-22 所示），以 VR 智能眼镜为媒介，可为用户打

造身临其境的沉浸式体验，目前已率先在河北省雄安分行试点使用。 
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图 4-22 工商银行虚拟营业厅 

（3） 数字孪生 

在保险元宇宙场景内，可以通过“数字孪生”技术重现应急避险等保险场景，为精准

地调节承保费率提供新技术支持。模拟避险模拟出险事故过程及场景，引导应急避险防

灾减损；基于“数字孪生”技术的原理，在保险的事前投保阶段，仿真模拟出险事故过程

及场景，对保险主体进行教育警示。引导客户进行事前保障及优化自身的内部抗风险管

理能力，通过采用应急避险手段和策略，实现防灾减损的共赢目标。风险仿真让客户感

知风险，实现沉浸式、场景化营销；元宇宙世界构成采用大量数字化技术，本质上就是

一种全真的地球生态仿真。通过对此类数字技术的复用，可以在保险风险仿真领域大量

应用，这种沉浸式的场景化体验，极大地丰富了保险营销的内容手段，在人身险、财险、

养老险等各个主体保险营销方面，带来革命性的手段变革。 

（4） 金融机构营销 

金融机构在已有的元宇宙场景中开展品牌宣传、投资教育等活动，达到营销获客、

提升品牌体验的目的。比如汇丰银行在沙箱（Sandbox）中开设了虚拟运动场、韩国国民

银行在元宇宙平台 Gather 上创建了“虚拟城镇（virtual town）”。元宇宙在营销方面的应

用主要是虚拟数字人，虚拟数字人目前主要应用在品牌营销、广告传播、虚拟主播等传

媒娱乐领域。虚拟数字人为企业提供服务应用核心在于精准传递品牌价值，扩大品牌销

售市场。 
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（5） 真实世界资产代币化 

真实世界资产代币化（RWA）是指通过区块链技术将真实世界资产和数字世界资产

进行孪生的资产表达形式，代表对实体资产的所有权或权益。狭义 RWA 指基于真实世

界资产在数字世界生成可交易的链上权证（Token），广义 RWA 则被视为联通实体与数

字资产的价值化新赛道，通过资本要素市场赋能数据等其他要素市场，充分释放资产价

值。巡鹰集团旗下巡鹰出行成功完成基于换电实体资产的 RWA，涉及金额数千万港元。

该项目通过发行 RWA 基金产品实现资产通证化，借助数字革命重构产业价值链，通过

区块链、大数据等技术构建产融结合新生态，以 RWA 模式释放换电实体资产潜能，既

为国际资本搭建了可追溯、可验证的绿色投资通道，更在技术攻坚、模式革新、全球资

源整合三维度形成突破，驱动低速电动车行业向技术密集型、资本友好型产业跃迁。 

元宇宙在金融行业的普及应用还面临着很多挑战性的问题。首先，技术的成熟度和

稳定性是一个关键因素。元宇宙需要强大的技术支持，包括虚拟现实、增强现实、区块

链等技术，这些技术的成熟度和稳定性直接影响到金融服务的质量和安全性。其次，数

据安全和隐私保护是另一个重要的问题。在元宇宙中，用户的大量个人信息和金融数据

将被收集和处理。如何确保这些数据的安全，防止数据泄露和滥用，是金融行业必须面

对的挑战。再者，监管合规也是一个待解决的问题。元宇宙中的金融活动可能涉及多个

国家和地区，不同地区的法律法规可能存在差异，如何制定统一的监管框架，确保金融

活动的合规性，需要世界范围更广泛的协作。最后，用户体验和接受度也是一个挑战。

元宇宙中的金融服务需要用户适应新的交互方式和技术，提高用户的接受度和满意度，

这对元宇宙内容技术架构中的各环节提出了更快、更准、更智能、更易用的综合性能要

求。 

4.8 供应链元宇宙 

2025 年，商务部、国家发展改革委、教育部、工业和信息化部、交通运输部、农业

农村部、税务总局、国家数据局等 8 部门联合印发了《加快数智供应链发展专项行动计

划》，提出“到 2030 年，形成可复制推广的数智供应链建设和发展模式，在重要产业和

关键领域基本建立深度嵌入、智慧高效、自主可控的数智供应链体系”[334]。供应链元

宇宙依托交互传感、区块链、人工智能、机器视觉、虚拟现实和增强现实等新一代信息

技术，集成供应链各环节量化作业数据，实现供应链运行数据化、模型化、可视化、智
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能化，提高分析预测、决策支撑、风险管控能力，降低企业运营成本，提高生产效率。

供应链元宇宙已在供应链生产、物流、服务等多个领域展现出其革命性的应用潜力，本

章节旨在探讨元宇宙技术在供应链领域的创新应用，代表性应用包括如下三个方面： 

（1） 供应链智能生产 

在数字化浪潮的推动下，内容生产方式正在经历从文字、图片、视频到 3D 信息流

的演变。如图 4-23 所示，京东推出全球首个裸眼 3D 商品方案——“京东立影”[335]，

率先开启“3D 信息流时代”，为用户带来全新体验，为品牌带来新的增长空间。该技术

引入了移轴渲染，增强 3D 展示的立体效果，创造出逼真的立体视差。同时，结合深度

剔除技术，在 App 层面实现了“破窗”展示方式，进一步增强了空间感和表现力。用户

打开手机京东 App，就能看到扑面而来、360 度全方位展现商品的立体视觉，仿佛在手

机空间里搭建了一个三维立体橱窗，享受好玩、好逛、好买的沉浸式购物体验。京东立

影联动华为、小米、大疆、LA MER、DIOR、海信、伊利等多个超一线品牌均已经上线

全新效果，涵盖 3C 数码、家电、时尚、商超等多个领域。数据显示，SK-II 采用裸眼 3D

广告后品牌点击率提升 60%，华为耳机借助 3D 广告推动销售转化提升 37%，使用 AR

试妆、AR 摆摆看的用户订单转化率分别达 24%、27%。 

 

图 4-23 裸眼 3D 商品方案-京东立影 
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（2） 供应链智能物流 

物流的本质就是时间和空间管理的系统，元宇宙可以加快物流时效，缩短物流的时

间，同时可以使空间利用率达到最高。京东打造了基于大模型的供应链智能物流产品—

—“京东物流超脑”[336]，为商家、产业带打造高效稳定的供应链支撑。如图 4-24 所

示，该产品将大模型与数字孪生技术深度结合，将数据驱动的网络规划模型与仿真模拟

结合，实现仓储网络、运输网络、配送网络的智能规划，在平衡成本效率体验的基础上

驱动供应链全局最优。在交互层面，用户无需具备专业建模能力，可以直接描绘希望呈

现的仓储布局效果，系统将快速生成三维可视化方案，并根据用户描述，进行局部调整。 

 

图 4-24 基于大模型的供应链智能物流产品-京东物流超脑 

在决策层面，可以高效进行不同布局对比、归因分析和方案推荐，通过大模型分析、

理解当前仓储 3D 模型的异常运营问题，给出改善性建议，变被动调整为主动干预，显

著提升运营效率。京东物流超脑已覆盖近百个应用场景，累计调用 19 亿次，分拣环节
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的日均降低小件操作 650 万次，使拣货效率、一线员工效率均提升 10%，不仅实现 95%

的自营订单、87%的乡镇街道在 24 小时内送达，更让近百座城市的消费者享受到最快

“分钟级”收货服务，对于降低全社会物流成本，科技驱动行业高质量发展有重要意义。 

（3） 供应链智能服务 

虚拟数字人是元宇宙不可缺少的一部分，它不仅是元宇宙的原住民，还是自然人在

元宇宙中的数字化身，是我们在元宇宙中自我呈现与形成自我认同的重要方式，是人和

人、人和物的交互载体。如图 4-25 所示，京东打造了多模态交互式数字人平台，通过语

音合成大模型和通用数字人大模型，仅需输入自然语言或 1 秒视频/照片，即可生成 4K

超高清、100%口型匹配的数字人，彻底告别数字人制作对线下拍摄、建模与耗时训练的

依赖。京东基于该平台为供应链服务场景打造数字人主播，首次实现了数字人大规模产

业化应用，实现 7×24 小时不间断直播带货，帮助商家把直播成本降低至真人的十分之

一，带货效果超越 80%真人主播，平均提升直播间转化率 30%。平台已服务超 4 万家品

牌商，累计直播时长超 500 万小时，2025 年双 11 期间带动 GMV 超 23 亿元[337]。京东

数字人项目还荣获 2024 年度吴文俊人工智能科学技术奖科技进步特等奖。 

 

图 4-25 京东多模态交互式数字人平台 

机器人是元宇宙虚实联动的载体。京东打造了 JoyInside 附身智能平台，具备领先的

产业应用能力、高情商对话体验、多元场景适配、海量角色选择四大优势，将角色大模

型驱动的对话智能体植入智能硬件载体，如机器人、机器狗、玩具等，为硬件提供“大

脑”能力，赋予“灵魂”和“智慧”，提升产品竞争力和用户粘性。平台目前已接入众

擎、云深处、Fuzozo、元萝卜、凯叔讲故事等 30 多个品牌[338]。 

元宇宙技术已经成为一种改造社会的生产力，从降本增效逐渐辐射到生产关系与生

产管理的改造，从一个产业逐渐辐射到多个产业，乃至整个社会，推动着供应链的生产、

物流、服务体系一体化发展，促进社会秩序的变革，建立了高效、和谐和公平的新型社

会秩序。展望未来，我们期待供应链元宇宙能够为构建国内大循环为主体、国内国际双
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循环相互促进的新发展格局提供更加有力的支撑。 

4.9 农业元宇宙 

农业元宇宙利用环境感知物联网与空间计算技术构建了一个虚拟孪生世界，基于

3DGS 数字孪生农场整合现实数据。AI 育种平台模拟基因型表达加速理想作物设计，智

能体分析数据提供最优决策并指挥智能机器人执行任务，形成“感知-映射-模拟-决策-执

行”的闭环。这将农业生产从经验转向科学实验，结合新兴技术催生新业态，解决劳动

力老龄化、可持续发展及气候变化等问题，尤其在中国推动从经验到数据驱动的转变

[339][340]。 

核心技术包括：AI 作为“大脑”，通过多源数据分析实现智能决策，支持作物管理与

可持续发展；智能体扮演“AI 管家”，自主生成农事处方调度执行，实现闭环管理；3DGS

技术高保真映射物理农场，提供精准可视数字化底座，模拟不同灌溉策略对作物生长的

影响；具身智能技术赋予农业机器人更强的感知和作业能力；空间计算技术关联数字与

物理世界，提升作业精度效率。这些技术共同促进了农业全流程智能化管理

[339][341][342][343]。 

在海外和国内，已经有多个将前面提到的智能机器人，AI，3DGS 等技术应用到农

业领域的成果和项目，其中有学术界的研究，也有企业界的案例，这些项目从不同的角

度展现农业元宇宙技术的未来发展趋势，也展示了技术为农业带来的推动与变革。以下

就是一些典型项目介绍。 

 

（1） AGROS 项目与 ROBS4CROP 农业机器人系统 

在瓦赫宁根大学牵头的 AGROS 项目研究中，智能算法结合基于模型的数字孪

生，可以实现智能温室控制，让自主种植变得更智能[344]。多种技术共同构建起农业

元宇宙的完整技术生态，为智慧农业的发展提供全方位支撑。瓦赫宁根大学牵头研发

ROBS4CROPS 农业机器人系统，构建了一个由智能工具、自动驾驶车辆和规划装置三

个要素组成的机器人系统。现有的农业工具和拖拉机经过升级，能够与现有的农业机

器人协同工作，成为机器人系统的一部分（减少更换所需的投资）。这个系统在实际

操作中得到了测试和展示，涵盖了种植园农业（荷兰）、大田蔬菜种植（法国）、葡

萄栽培（德国）和水果种植（西班牙）等领域[345]。 

（2） nexeed 设施农业 AI 生产力平台 

摩尔线程和埃舍尔科技共研的 nexeed 设施农业 AI 生产力平台，通过融合尖端 AI

与机器人技术，为全球高价值作物种植者提供从感知、决策到执行的端到端智能解决方
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案，通过三维可视与取证完成“看得见”、多模态识别与预测实现“算得准”、边缘闭环与

机器人协同助力“执行快”、A/B 验证与知识沉淀达到“可复盘”，构建“感知-决策-执行-复

盘”业务闭环，实现生产力的指数级跃升和农业的可持续发展。 

 

 

图 4-26 nexeed 数字花卉智能 AI 温室 

（3） 弥勒市新哨镇韭黄农业全产业链数字平台 

云南省弥勒市新哨镇建设了韭黄农业全产业链数字平台，通过数据为决策层提供信

息支撑；全流程追溯管理系统则确保生产信息可追溯、可信任、可验证；再结合 AI 数

据分析，持续优化产业数据资产；并构建基于溯源体系的特色联农带农服务体系，借助

数字化手段增强农业产业效益，推进乡村振兴战略的实施。 
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图 4-27 韭黄农全产业链数字平台 

农业元宇宙的应用对推动农业现代化转型与可持续发展具有深远意义：通过数据驱

动的精准管理，大幅提升资源利用效率与劳动生产率；通过优化资源利用与减少化学品

投入，助力农业可持续发展；通过模拟预测与前瞻规划，增强农业经营韧性。 

农业元宇宙代表着农业数字化的前沿方向，通过多项核心技术的协同创新与深度融

合，正推动农业生产方式与价值链的深刻变革，不仅为应对当前农业面临的各类挑战提

供了创新解决方案，也为构建更加透明、高效、可持续的全球农业食品系统提供了全新

可能。面对技术成本、数据安全等挑战，需政府、产业界与科研机构协同努力，通过技

术创新、标准制定与人才培养，共同构建高效、透明、可持续的智慧农业新生态。 
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 元宇宙安全治理：挑战与策略 

元宇宙作为未来的新兴数字娱乐世界、生活世界乃至产业发展新空间，在虚实孪生

乃至虚实融生的过程中，也创造了新型的安全问题，尤其是数据安全、网络安全和国家

安全等方面的安全风险。因此，元宇宙空间也需要建立规范的公共秩序，不应违背公序

良俗，在遵守现行伦理道德标准的基础上，探索法律规范创新，加强数字内容风控，确

保数字公正，促进技术向善，创设与元宇宙相匹配的“元规则”[346]。 

5.1 元宇宙的安全风险 

5.1.1 数据安全与治理 

随着元宇宙时代的到来，在线社交、游戏、媒体、医疗、教育、工作、生活等诸多

元宇宙场景需要大量采集、存储、分析个人数据（信息），且海量数据具有迭代性和不

可删除的特性，其数据规模，信息完整性是前所未有的，因此也伴生着前所未有的数据

安全挑战[347]。元宇宙中涉及的三维建模、三维显示、三维音频以及体感交互等技术能

够全方位地收集人体生物信息，包括眼球位置信息、肌电图、脑电图、心电图等，个人

隐私极易被毫无保留地暴露在元宇宙平台的视野中，用户的隐私安全也会受到严重的威

胁，网络暴力和安全问题的形式将花样百出，规模和危害程度远高于现有形式[348][349]。

同时，元宇宙中部署的大规模人工智能模型在训练过程中可能接触到大量敏感信息，甚

至会有国家保密信息，存在泄露保密数据的风险。另外，数据垄断是元宇宙治理的新型

隐忧。数据被认为是数字时代的“石油”，但数据的传播效率远远大于石油，对于数据资

源的管控已经不能使用传统工业时代管理有形资产的方式。存在互联网平台为提升收益

垄断用户数据并提高进入壁垒及转换成本的风险，“赢者通吃”的局面将损害用户个人利

益和社会公共利益[350]。因此在元宇宙距离生活愈发切近的背景下，强化隐私保护和数

据加密技术发展、建立完善的数据安全和隐私保护制度尤为关键。 

5.1.2 网络安全 

元宇宙作为虚拟互动平台，面临多种网络攻击风险，包括钓鱼攻击、中间人攻击、

分布式拒绝服务（DDoS）攻击、恶意软件以及身份盗窃等。这些攻击不仅可能导致用户
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经济损失、个人隐私泄露和虚拟身份被盗，还可能引起服务中断，削弱用户对元宇宙平

台的信任。特别是通过智能合约漏洞进行的攻击，可以直接影响区块链上的资产和合约

执行。智能合约是一种运行在区块链上的程序，它自动执行、控制或记录合同条款的履

行，但也可能存在漏洞，这些漏洞源于编码错误、逻辑漏洞或设计不足。智能合约攻击

是指恶意用户利用智能合约中的漏洞来进行未授权的操作，通常的目的是窃取资金、操

纵合约行为或破坏合约的正常运行。这些攻击利用合约代码的弱点，通过精心构造的交

易来触发这些漏洞。例如，著名的“DAO 攻击”就是通过重入攻击漏洞，攻击者能够重复

提取 DAO 合约中的资金，最终导致数百万美元的以太币被盗。 

5.1.3 社会安全 

元宇宙可能带来就业替代和社会结构的深刻变化，导致传统行业人力需求减少、虚

拟空间犯罪、游戏成瘾乃至虚实混淆等问题。一方面，元宇宙将催生出新的数字创意岗

位，特别是推动数字创意者成为自由职业者，推动数字经济小微企业的发展[351]。同时，

元宇宙可能带来一些新的社会问题。近年来以“元宇宙”名义金融诈骗的方法层出不穷，

有编造虚假元宇宙投资项目、恶意炒作元宇宙房地产圈钱、恶意炒作元宇宙房地产圈钱

等。此外，元宇宙逼真的沉浸感和超低的延迟体验带来了更高的“成瘾性”，更容易造成

青少年过度沉迷，对其成长带来不利影响。尤其是在元宇宙中虚拟互动更加激烈和真实，

甚至直接传导连通用户大脑感知，相关技术容易被不法分子用于制造带有成瘾性的“数

字毒品”，预防或阻断上述成瘾情况，其挑战则更加艰巨。元宇宙具有让用户长期沉浸其

中的“吸引力”，使用户认知和行为可能与现实世界的人们脱节，带来明显的代际差异。 

5.1.4 国家安全 

元宇宙作为互联网、人工智能技术迭代的新大陆，也可能逐步成为国际意识形态竞

争的角斗场，直接关系到国家的精神文化和意识形态安全。美国社会学家卡斯特在描述

未来信息社会时认为：“信息时代的权力战斗是文化的战斗，媒体是他们主要的战场和

战斗工具”[352]。元宇宙凭借沉浸式叙事和切身体验特性，能够打破时空的限制，成为

敌对势力开展信息战、欺骗战和心理战的潜在场所。它能够通过推波助澜热点事件，引

导和煽动群体性事件，进而可能演变为线上线下结合的“颜色革命”，对现实社会造成实

质性破坏[353]。另一方面，随着元宇宙具有一定的隐蔽性和虚拟性，社会交往成本降低，
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个体价值追求会被充分激发和深度挖掘，各种形式的社团、组织和党派可以频繁交流，

刻意构成信息茧房，加深人们的认知偏差，甚至控制群体成员的精神和意识，让人们听

到不到也看不到外界的信息，元宇宙就可能成为极端主义的温床，进一步加剧社会意识

形态系统的潜在风险，从客观上增加了元宇宙空间意识形态安全治理的不确定性[354]。

元宇宙中的意识形态治理需要未雨绸缪，重视潜在危机。 

5.2 元宇宙安全治理的现实挑战 

5.2.1 数字平台的安全漏洞 

（1） 技术架构的安全隐患 

人工智能的神经网络算法基于黑盒模型，因此缺乏可解释性，极易受到对抗攻击。

“对抗攻击”指的是通过故意制造输入数据的微小扰动，使得 AI 模型做出错误的判断，

在图像识别、语音识别等领域中较为常见。例如，对抗性图像可能使自动驾驶汽车错误

识别交通标志，导致安全事故。由于近年来人工智能算法、模型、应用发展演化速度较

快，如何判断人工智能是否具备可解释性仍缺乏统一认知，难以形成统一判别标准。 

人工智能模型的训练和交互过程存在大量数据泄露的风险点。如果训练数据中包含

敏感信息，且这些数据未经适当处理，就可能导致数据泄露。一方面，随着人工智能模

型的增大与开发过程的复杂化，数据泄露的风险也随之增多，且很难完全消除。另一方

面，交互式人工智能的广泛应用使得数据流向模型的过程变得更加简单。用户在与

ChatGPT 等人工智能对话模型交互时，往往容易放下警惕，有可能不经意间泄露个人隐

私、商业机密或科研成果[355]。例如，员工在使用人工智能辅助办公时，可能会输入涉

及企业机密的信息，从而导致重要数据的泄露。 

（2） 元宇宙犯罪的新形态 

元宇宙技术催生了全新的犯罪形态，这些犯罪可能涉及人身安全、财产权益和金融

市场的稳定，将使色情赌博、网络传销、非法集资、电信诈骗、黑灰产等传统网络犯罪

活动逐步渗透至虚拟世界，甚至可能会催生新的网络犯罪类型。新犯罪形态具有隐蔽性

强、成本低和破坏性大的特点。数字身份和数字资产盗取可能是未来元宇宙主要犯罪形

式之一[356]。数字身份盗窃涉及非法获取和使用他人的个人信息进行网络身份冒充，可

能导致信誉损害和财产损失[357]。数字财产盗窃则是指通过黑客攻击、诈骗等手段非法
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占有他人在网络上的虚拟资产，如元宇宙装备、虚拟货币。这类犯罪不仅侵犯个人隐私

和财产安全，还可能引发进一步的网络诈骗和经济犯罪，严重时还会影响到整个网络经

济的信任体系。Meta 的一款 VR 游戏《地平线世界》（Horizon Worlds）的线上性侵事

件表明，元宇宙中也将可能发生虚拟性骚扰和暴力事件，由于元宇宙的匿名性和沉浸感，

某些用户可能在元宇宙平台上进行某种形式的性暗示，受害者可能会感到极大的不适和

心理压力，这种影响有时甚至会延伸到现实生活中。 

5.2.2 数字资产的安全保障 

在元宇宙背景下，数字资产的安全保障面临诸多挑战，尤其是在数字货币交易和区

块链技术的应用方面。数字货币的匿名性和不可逆性使其容易被用于洗钱和诈骗，同时，

区块链尽管被视为安全的技术，却可能因智能合约中的漏洞而遭受攻击。此外，数字资

产如加密货币的钱包密钥一旦丢失或被盗，资产的恢复几乎不可能实现。面对这些风险，

元宇宙的治理需求较为迫切，包括加强技术安全性，如对智能合约进行严格的安全审计；

建立健全的监管框架，比如国际合作制定跨境交易的规范；提高用户的安全意识，传播

教育安全存储私钥和识别钓鱼网站的应对策略等。通过这些措施，可以提升元宇宙数字

资产的安全级别，保障用户的资产安全，推动元宇宙健康可持续的发展。 

5.2.3 国际合作与全球治理 

（1） 跨境数据流动的安全 

借助去中心化和随地特征，元宇宙相关技术和业务生态将以全球化模式发展，将不

可避免地涉及数据跨境问题，对数据安全保障带来严峻挑战。不同国家和地区的数据保

护法规存在差异，若缺乏统一的标准和监管，会出现隐私泄露、数据滥用、跨境犯罪等

风险，同时带来数据主权与管制、治理趋于区域化、监管和执法难等挑战。首先，许多

国家对数据的管控成为国家治理的重要内容，将现实地缘政治之间的博弈映射至数据治

理领域，如何收集、存储、保护、使用数据正成为突出的地缘政治问题。其次，法律规

范缺乏全球标准和框架。跨境数据流动治理中最重要的影响因素莫过于各国传统政治经

济利益划分所连带的路径依赖与权力外溢，国家安全与稳定、社会价值实现与隐私保护、

企业的经济效益，如何在跨境数据治理的复杂性和多元化下协同发展。最后，对数据的
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监管与执法不可能离开技术的支撑。典型的例子就是数据流动溯源，尽管采用区块链、

人工智能等安全算法号称能有力保障数据要素安全流动，但是数据监管和执法目前仍面

临难题[358][359]。 

（2） 国际规范的协调与制定 

元宇宙监管的国际规范制定面临着主权、技术、法律、利益相关方、监管能力、道

德伦理等多重挑战。各国关于元宇宙的不同规则使技术本身和相关技术人员受到不同国

家法律的约束，对国家造成了司法管辖权上的挑战。一是主权和管辖权的冲突。不同国

家和地区对于数据主权、网络主权等概念存在分歧，各方可能会基于国家安全、经济利

益等诉求，在制定国际规范时存在利益冲突和博弈。这可能导致规范缺乏广泛共识，难

以达成一致。二是技术标准的不统一。元宇宙涉及多种前沿技术，如虚拟现实、区块链

等，各国在这些技术的发展阶段和应用方向存在差异。要在国际层面统一技术标准和协

议极具挑战性。三是法律体系的差异。不同国家和地区的法律体系存在差异，在制定跨

境规范时可能面临法律冲突和监管碎片化的问题。如何在不同的法律框架下寻求平衡和

协调是一大挑战。四是监管存在局限性。元宇宙的虚拟性和跨境性给监管带来了很大挑

战，许多国家的监管体系和能力还无法完全应对元宇宙带来的新问题。如何提升监管能

力，建立有效的跨国执法合作机制也是关键。五是道德伦理问题的复杂性。元宇宙涉及

隐私保护、数字人权保护等伦理问题，不同文化背景下的价值观和道德标准存在差异，

在国际层面达成共识可能存在难度。 

5.3 元宇宙安全治理的策略与建议 

5.3.1 技术层面的创新与应用 

加强关键技术研发与安全测试，提升底层平台的自主可控性与稳健性。 坚持自主

创新和开放融合并重，激发我国元宇宙产业的技术层面高质量发展。加强关键产业技术

研发，建立覆盖元宇宙各关键技术领域的安全标准体系，包括网络安全、数据安全、虚

拟资产管理、人机交互安全等多个方面。建立全生命周期的安全测试机制，涵盖元宇宙

技术研发、产品设计、系统部署等全生命周期，包括代码审计、渗透测试、压力测试等

多种手段，确保安全问题在早期被发现和修复。培养专业的安全人才队伍：大力培养具

备元宇宙安全专业知识和实践经验的人才，包括网络安全工程师、数据安全分析师、虚
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拟资产管理专家等。建立健全的职业培养体系和人才激励机制。加强用户安全意识教育：

提高公众对元宇宙安全风险的认知，培养用户的安全意识和自我保护能力，减少因用户

误操作而导致的安全事故。政府、企业应该共同开展安全教育宣传活动。 

强化数据加密与访问控制体系，完善身份认证、权限管理与隐私保护机制。数据安

全在元宇宙产业生态中承受着多方面的风险，需要通过不断完善法律法规，加大对市场

操纵等恶性违法违规行为的打击力度，建立能够应对不确定性和管控随机风险的一体化

监管制度，加速弥合数字鸿沟，提升数据加密与访问控制水平。可建立多因素认证机制，

针对元宇宙中的各类用户身份，应该采用密码、生物特征、硬件令牌等多种身份验证因

素相结合的多因素认证机制，限制数据的收集、使用和共享范围，大幅提升身份认证的

安全性。建立动态访问控制机制：根据用户、设备、环境等因素，实施动态的权限分配

和访问控制，确保只有经过授权的主体才能访问相应的数据和功能。同时要定期评估和

调整访问控制策略。将数据按照敏感程度进行分层存储，对于高敏感数据采取更加严格

的加密和访问控制措施，降低数据泄露的风险。同时要确保不同层级数据之间的安全隔

离。建立数据溯源机制：对于元宇宙中的各类数据，建立全面的溯源机制，记录数据的

来源、流向、操作等信息，以便于事后的安全审计和责任追究。定期对元宇宙中的数据

加密和访问控制机制进行安全测试和审计，发现并及时修复存在的漏洞和隐患，持续提

升安全防护水平。 

5.3.2 法律层面的完善与实施 

健全数据治理相关法律法规，强化数据采集、加工、共享与跨境流动的规范化管理。

由于近年人工智能的飞跃式发展，元宇宙所涉及的数据安全问题已有相关法律法规进行

规约。如中国发布的《数据安全法》、《个人信息保护法》，欧盟《一般数据保护条例

（GDPR）》，新加坡《个人数据保护法》等，对数据的收集、存储、使用、共享等环节

提出了明确的安全要求，要求企业采取加密、访问控制等技术手段，保护数据安全。同

时，要求企业在使用个人数据训练算法时，必须征得用户授权，并采取匿名化等措施保

护个人隐私。在数据跨境流动方面，中国《数据安全法》中的数据出境安全评估制度，

欧盟 GDPR 中的跨境数据传输规则等法规旨在保护数据安全的前提下，促进数据的有序

共享和流动。一些行业也出台了专门的数据管理法规，如金融业的《个人金融信息保护

技术规范》、医疗健康领域的《医疗机构数据安全管理办法》等，对行业数据的安全和
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共享做出具体规定。数据安全和数据共享的相关法律法规体系正在不断健全和完善，为

数据资产的安全管理和有序流动提供重要法律依据。一些国家针对互联网平台算法的垄

断行为，出台了相关的反垄断法规，如中国《反垄断法》、美国《数字市场竞争法案》

等，旨在防止算法滥用导致的市场垄断。 

完善虚拟资产与知识产权保护框架，明确数字内容的权属、交易和使用规则。在元

宇宙中，虚拟资产作为一种非实物化的数字资产，在确权和交易保护方面将会面临更加

复杂的法律问题。一方面，元宇宙中的虚拟资产是归属于个人用户还是服务提供平台目

前缺乏法律上的界定。另一方面，元宇宙中的虚拟资产是否受法律保护尚不明确，相关

法案对虚拟资产保护的观点尚未统一。虽然《民法典》第 127 条规定：“法律对数据、网

络虚拟财产的保护有规定的”，最高人民法院联合国家发展和改革委员会共同发布的《关

于为新时代加快完善社会主义市场经济体制提供司法服务和保障的意见》中强调，要“加

强对数字货币、网络虚拟财产、数据等新型权益的保护，充分发挥司法裁判对产权保护

的价值引领作用”等，但目前尚未出台专门针对虚拟资产交易保护的法律法规。 

元宇宙中的知识产权问题主要涉及著作权、商标权侵权等。著作权侵权的场景主要

包括：未经著作权人授权将其著作改编为元宇宙影视或游戏；未经著作权人授权私自引

用其文学、音乐、影视等作品内容。以国内“元宇宙侵权第一案”为例，2022 年，有用户

在原与宙公司旗下的元宇宙平台上发布了《胖虎打疫苗》作品，虽然该用户是在平台上

最早发布的人，但并非作品原创者，他还在该平台上向其他用户收取 899 元的费用，于

是《胖虎打疫苗》的版权所有公司奇策将原与宙公司告上法庭。中国的《著作权法》、

美国的《数字千年版权法》等，初步针对人工智能等数字原创产品做出了说明，明确了

数字版权的范畴和保护措施。但元宇宙中面临的知识产权问题能否完全适用于现有法律

法规还需与时俱进的研究分析。 

构建适应虚拟交互场景的社会风险治理机制，加强对欺诈、成瘾、虚假信息等新型

风险的预防与处置。面对元宇宙可能出现的新型诈骗等风险，2022 年 2 月，我国银保监

会发布了《关于防范以“元宇宙”名义进行非法集资的风险提示》。关于元宇宙的反垄断

与公平竞争，各国出台了相关法规，如美国的《数字市场竞争法案》、中国的《反垄断

法》等，要求平台企业确保公平公正的竞争环境。网络安全管理方面，中国的《网络安

全法》、美国的《网络安全改进法案》等法律法规的完善，要求企业采取技术措施保护

元宇宙系统和网络的安全。中国的《消费者权益保护法》，要求元宇宙企业尊重用户隐

私，保障用户合法权益。  
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 总结与展望 

随着时间推移，元宇宙的市场热度逐渐回落，产业态势也趋于理性，各方普遍达成

了“元宇宙是一场长期演进”的共识。正如扎克伯格所强调，元宇宙更像一个时间概念，

是一种“奇点时刻”的未来形态，只有在软硬件基础设施、技术体系与应用生态全面成

熟后，才能真正实现虚实融合的深度交互。在此之前，产业的重点仍将是底层技术能力、

核心设备、行业应用与创新产品的持续孵化。当前，全球元宇宙产业正处于加速演进阶

段，其发展将为制造、教育、医疗、艺术、游戏等众多行业释放巨大增长空间。这一趋

势也对科技研发与人才培养、产业生态构建、治理机制与法律体系等方面提出更高要求。

只有在制度、技术与产业等层面协同发力，构建与元宇宙特征相匹配的发展理念与治理

体系，才能抓住智能经济与第四次工业革命带来的重大机遇，充分发挥元宇宙对经济社

会发展的赋能效应。 

展望未来，在技术迭代、市场扩容与应用需求的共同作用下，元宇宙将持续演进，

新技术、新产品、新模式与新业态也将在这一概念框架下不断涌现。从产业和资本市场

的动态来看，元宇宙赛道正逐渐成型，一批具备中短期落地价值、长期想象空间的领域

将加速成长，有望孕育出一批“专精特新”的小巨人企业。同时，产业龙头的持续投入

以及政府与资本的协同支持，将进一步增强对消费型元宇宙、工业元宇宙等重点业态发

展的信心，推动元宇宙产业迈向更加健康、稳健与可持续的新阶段。 

6.1 元宇宙技术总结与展望 

元宇宙技术体系将在“计算、感知、生成、协同、交互”五大核心能力的带动下持

续演进，并从早期的分散式探索迈向软硬件深度协同的体系化阶段。随着人工智能成为

元宇宙的关键动力源，虚拟空间的构建方式、运行机制与交互逻辑将迎来系统性重构，

技术路径也将由“功能叠加”加速转向“智能协同”，呈现出算力网络化、感知全域化、

生成智能化、协同可信化与交互自然化的总体趋势。与此同时，软硬件一体化将成为未

来发展的基础支撑：终端设备、传感模组和渲染硬件的持续迭代进一步提升虚拟空间的

沉浸质量与运行稳定性，而算法模型、生成引擎与场景编排体系的快速演化则形成更强

韧的能力底座。随着这一体系不断成熟，元宇宙将逐步从沉浸式体验入口演化为支撑数

字经济的智能基础设施。 



158 
 

元宇宙计算技术的持续革新将成为支撑元宇宙规模化发展的关键牵引力。依托分布

式并行计算架构、异构资源调度机制与低时延网络体系，元宇宙的计算底座正具备处理

海量并发与复杂逻辑的能力，并从以图形渲染为中心的单一负载模式，迈向“渲染—智

能—仿真”深度融合的混合计算范式。依托于强大的分布式计算底座，元宇宙数字空间

涌现出四大核心计算场景：首先是图形渲染，云边端协同架构结合 3D 高斯泼溅技术，

突破了实时渲染的画质与效率瓶颈；其次是人工智能，从大模型到智能体与世界模型的

跃迁，重塑了元宇宙的智能化内核与生成能力；再次是科学计算，AI 与物理模拟的深度

融合正在革新虚拟世界的仿真范式；同时，超高清流媒体与以 AI 眼镜为代表的端侧交

互计算，则进一步确立了以沉浸式体验为中心的算力流向。这些典型场景不仅验证了分

布式并行计算架构的有效性，也反向推动了底层算力网络向更低延迟、更高智能、更强

协同的方向持续演进。 

元宇宙感知技术将从单一模态的精准采集迈向全模态的统一理解，形成由光场、声

场、触觉场与行为场协同驱动的立体化感知体系。依托可微光学、神经重建与多模态大

模型，感知系统将摆脱传统逐点采集，通过异构传感网络、算摄一体化以及光电混合计

算等新型架构实现跨尺度、跨维度的实时数字化，并在采集过程中同步完成场景重建、

语义分析与行为预测，使内容生成从被动记录迈向主动理解与智能构建。通用大模型将

统一视觉、音频、触觉与动作语义的表达方式，使感知系统能够以更接近人类认知的方

式解读空间、行为与情绪。同时，轻量化边缘推理、时空同步采集与隐私保护技术的成

熟，将进一步推动其在真实场景中的规模化部署，为数字孪生、沉浸交互、具身智能和

复杂系统模拟提供高可信输入。 

元宇宙生成技术如今已取得了量变到质变的突破，多模态生成技术能够从文本、图

像或视频输入中直接生成高保真的三维模型和场景；三维模型生成质量在细节纹理和几

何精度上显著提升，支持动态光影效果和物理属性模拟；AI 驱动的内容生成工具开始集

成低代码平台，使非专业用户也能通过自然语言描述快速创建三维场景，大幅降低创作

门槛；高斯泼溅技术通过离散点云优化和可微渲染，在保持高真实感的同时，将渲染速

度提升至实时水平，已陆续在空间视频、文旅、工业仿真等场景应用落地。世界模型作

为元宇宙生成新范式正在快速兴起，它致力于让 AI 系统不再仅仅是处理信息的工具，

而是能够在内部构建一个对现实世界的模拟，从而像人类一样进行“思考”和“预演”

的主动参与者。在世界模型的驱动下，生成技术不再局限于产生静态的文本、图像或视

频，而是能够创造出符合物理规律、具有时空一致性的动态交互环境。这意味着人们有
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望在不久的将来按需生成复杂的、可探索的虚拟世界，为游戏、影视制作、元宇宙应用

等带来革命性变化。  

元宇宙协同技术正加速迈向规模化应用阶段，为元宇宙构建可信、透明、可持续的

制度基础。目前，多个关键方向出现突破性进展：Layer 2 扩展方案正进入大规模部署

阶段，基于 zkEVM 的 Rollup 网络使交易成本下降 90% 以上；模块化区块链架构从

概念走向落地，数据可用性层与执行层的解耦提升了技术栈组合的灵活性；AI 代理与 

DAO 的深度融合进入验证期，智能合约自动化审计与提案分析工具率先投入使用；零

知识证明技术在身份认证与隐私保护场景取得突破，使用户能够在不暴露敏感信息的前

提下完成跨平台可信交互；现实世界资产（RWA）代币化进程加速，合规框架的逐步完

善推动传统资产安全融入元宇宙经济体系；后量子密码算法也开始试点部署，为应对未

来量子计算威胁提供前瞻保障。这些技术进展将推动虚实融合从概念验证迈向产业化落

地，为元宇宙协同体系的长期演进奠定坚实基础。 

元宇宙交互技术将从界面驱动迈向意图驱动，实现由“人适应机器”向“机器适应

人”的关键跃升。未来的交互体系将依托多模态融合构建更自然的感知—理解—响应链

路，通过大模型提升语音、视觉、动作等多模信号的语义解析、情境推理与行为预测能

力，使交互方式从操作式输入转向自然化、具身化的意图表达。随着近眼显示设备向轻

量化、大视场角和视网膜级分辨率演进，沉浸显示将突破光场与全息技术瓶颈，有效缓

解视觉辐辏冲突并提升沉浸舒适性。交互智能也将与具身情感计算深度融合，实现可解

释的情绪识别、意图理解与主动协作，高精度、可穿戴的触觉反馈设备将进一步强化沉

浸体验与真实在场感。总体来看，交互技术的演进将推动虚拟空间从视觉呈现场景转向

具备情感感知、任务协同与认知推理能力的智能环境，使元宇宙成为人类认知、表达与

创造能力的自然延伸，并逐步融入生产生活与社会运行体系，为构建自然、可信、低门

槛的虚实融合体验提供核心技术支撑。 

总体而言，元宇宙正由技术驱动阶段迈向平台化、系统化和智能化发展新阶段。计

算、感知、生成、协同与交互五大核心能力的持续融合，将推动元宇宙从沉浸式体验空

间演进为支撑产业升级的核心基础设施。随着行业应用持续深入，元宇宙有望成为数字

经济高质量发展的重要引擎，并将在未来的经济建设、文化生产与社会治理中发挥日益

突出的作用，并逐步成长为贯通物理世界与数字世界的智能化基础设施。 
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6.2 多方协同机制建设与元宇宙产业高质量发展 

推动“专精特新”企业的培育与发展，打造行业领军者。在元宇宙领域，中小型企

业占据了主要地位。因此，必须充分利用中小企业数量众多的优势，打造一批具备高度

专业化、精细化、特色化和突出创新能力的中小企业，以此作为元宇宙产业做大做强的

核心路径。为了达成这一目标，需要整合现有的元宇宙企业资源，准确识别每个企业的

优势和薄弱环节。中小企业应该在各自的细分领域中深耕，致力于提升技术和市场资源

的积累，以实现“补短板”、“锻长板”和“填空白”的目标。通过专注于各自的优势

产品，强化产业链的构建，为元宇宙产业中的中小企业提供更多机会，使其逐步成长为

专精特新企业。这些中小企业应持续加大创新投入力度，深化在单一细分领域的专业知

识，为元宇宙产业链上游企业提供更加优质和精良的产品与服务。在优势产品领域逐步

形成明显的竞争优势和规模经济效应，为大型企业和项目提供关键零部件、元器件及配

套产品。努力将这些企业培育成掌握独特技术的“单打冠军”或在特定领域提供全套解

决方案的“配套专家”。 

进行深入且实际的产业链规划与布局。政府部门需绘制元宇宙产业链的详细图谱与

发展规划蓝图，并持续更新产业链分布图、全景透视图以及招商指南图等，以确保全面、

动态地掌握产业链现状。实施创新的头部企业培育计划——“揭榜挂帅”行动。在这一

行动中，政府将挑选并推荐领军企业作为特定产业链的领航者，并根据企业的实际需求

与特性，制定明确的发展目标，提供个性化的扶持措施。同时，优先满足这些链主企业

在创新、人才、土地和融资等方面的需求，确保其在产业链中的核心地位稳固。为了进

一步加强产业链的整合与协同，需要支持这些链主型企业通过产品带动或资本运作，联

合上下游企业、研究机构等建立产业链共同体。此外，需要拓展上下游对接的平台和渠

道，加强产业链各环节的紧密合作，提升本地产业的协同配合能力。 

重视人才及团队的引进与培养。依托高层次人才、领军人才等政策，积极引进国内

外元宇宙领域的高精尖人才与技能型人才，并支持这些人才在元宇宙领域创新创业。对

于掌握国际领先核心技术或拥有自主知识产权的元宇宙相关人才团队，对其成果转化项

目给予倾斜性扶持，并为高管和骨干技术人才提供连续多年的人才补贴，补贴金额最高

不超过其上一年度对经济的贡献。此外，对于元宇宙产业的领军人才，不仅要提供创业

资助与直接股权投资支持，还需为符合条件的杰出人才、优秀人才、精英人才提供不同

档次的人才租房、购房补助，并在子女教育、医疗保障、养老等方面给予全方位的支持。 
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加强技术创新激励。对于元宇宙企业增加研发补助，鼓励其在数字孪生、人工智能、

AR/VR/MR 等核心技术的研发上加大投入。对于主营业务收入较高的元宇宙企业，经过

认定后，根据其当年的实际研发投入给予多年且高比例的补助。将元宇宙相关技术研发

纳入科技计划体系，推动重要技术领域的研发实力和技术积累达到领先水平。为促进元

宇宙技术的集成应用和融合创新，鼓励高校、科研院所、创新平台、互联网龙头企业以

及元宇宙技术创新型企业等进行合作，开展技术共享、联合适配和协同攻关等活动。加

强对元宇宙关键硬件的支持，包括高端芯片和传感器的制造，以及 VR/AR/MR 终端设

备的开发。为吸引更多企业投入到元宇宙产业中，需要支持 VR 终端和内容生产等领域

的龙头企业建立总部或研发中心。 

加强对该领域的监管和引导措施。应当加快相关法律法规的制定，涵盖元宇宙资本

运作、虚拟金融支付和信息安全等方面的内容，以确保虚拟世界中的活动合法、有序进

行，避免信息泄露、盗用等安全风险的产生。为此，应着力打造数字信任的安全保障体

系，通过加速安全芯片、零信任网络、可信计算和量子通信等技术的研发和产业化，提

升云、网、端的数据安全服务与保障能力。同时，针对虚拟空间中的对象信息，建立完

整的数字身份标识解析规则，以满足虚拟空间中的复杂流程需求。此外，应探索治理与

监管沙盒机制，为新技术和新模式提供试验田，并建立元宇宙行业的相关标准和规范，

强化平台主体行业的监管，加强伦理制约，防止投机炒作。推进国家数据基础制度的先

试先行，建立健全数据安全、权利保护、跨境传输管理、交易流通、安全认证等数据制

度和标准规范体系。加快数据要素的价值开发，建设区域性、行业级的数据交易平台，

探索基于 NFT 的数字资产交易场景建设，以推动元宇宙行业的健康发展。 

加强元宇宙产业的扶持力度。首先，出台资金引导政策，通过建立产业引导基金，

采取“母基金+直投”的方式联合社会资本，打造一只专注于元宇宙产业的基金。该基金

将主要用于支持元宇宙初创项目和重大项目，以推动产业生态建设。此外，设立子基金，

专注于早期和长期投资，为元宇宙产业提供持续稳定的资金支持。支持元宇宙企业及服

务机构集聚，对于在元宇宙应用创新中心新注册并租赁自用办公场地的重点企业，将根

据房租补贴标准进行分类补贴，以鼓励企业在此类创新中心集聚发展。对于成功在主板

上市的企业，给予一定的奖励。同时为推动元宇宙技术的创新与应用，需要设立奖励机

制，涵盖元宇宙标志性场景、关键共性技术与通用能力的价值创新、公共服务平台建设

以及特定研究方向的元宇宙相关项目等三个层面。 
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6.3 元宇宙应用规范制定和评测体系完善 

如上文所述，随着元宇宙的快速发展，越来越多的应用涌现出来，这些应用不仅给

用户带来了无限的可能性，也面临着诸多挑战。为了确保用户能够在规范、友好、安全

的环境中体验元宇宙，我们需要有明确的规范和有效的评测机制，确保元宇宙生态系统

的健康发展和持续优化。本章将探讨如何建立该类规范和评测平台，以及展望未来如何

通过相关规范的制定，以及相关评测机制推动元宇宙生态系统的可持续发展。 

在元宇宙应用中，内容的规范是确保用户体验、安全性和可持续性的重要基石。未

来对于元宇宙相关的应用和内容，应该定义在法律允许范围内的内容类型和禁止的内容

类型，特别是在内容生产方面，包括但不限于文字、图片、视频形式等。另外，对于未

来新兴的元宇宙内容制作服务和产业，应该在法律层面包含知识产权保护措施，确保用

户的创作受到合理的保护，规范相关的使用。 

在元宇宙生态系统中，确保用户数据的安全和隐私至关重要。这包括数据的收集、

存储、处理和共享等各个环节的规范。为防止隐私受侵、黑客攻击和虚假信息的传播，

必须建立强有力的安全措施，保护用户免受各种潜在的威胁。例如，欧盟出台的《通用

数据保护条例》（GDPR）[360]保障了数据处理的合法性、透明性和安全性。此外，不

同年龄群体的数据隐私保护也需特别关注，例如美国的《儿童在线隐私保护法》（COPPA）

[361]，专门保护 13 岁以下儿童的在线隐私。我国已颁布《数据安全法》，为相关问题

提供了法律保障。因此，未来元宇宙的实际应用应严格遵循相关法规，确保所有用户的

数据隐私和安全得到充分保护，为用户提供一个安全可信的虚拟环境。 

在元宇宙生态系统中，确保所有用户都能平等地访问和使用虚拟环境至关重要。可

访问性规范应涵盖从用户接口到功能实现的各个方面，确保无论用户的身体能力、技术

水平或设备条件如何，都能顺利进入和使用元宇宙应用。在应用的开发与设计的同时，

应遵循无障碍设计原则，例如提供语音交互、触觉交互和实时翻译等功能，以帮助视力、

听力或语言障碍的用户顺利使用。此外，还应提供多语言支持和文化适应性，尊重和包

容不同背景的用户。 

在未来元宇宙的应用中，还应建立可靠的元宇宙法律和监管框架。未来元宇宙不仅

是一个虚拟的空间，更是一个完善的社会化平台，用户在其中可以进行各种形式的交流

和互动，如聊天、交易、合作等。为了确保这些互动是有序和有效的，必须建立明确可

靠的元宇宙法律和监管框架。例如，社交互动是元宇宙用户体验的重要组成部分，制定
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元宇宙的社交互动规范有助于构建一个和谐、健康和积极的虚拟社交环境。这些规范应

涵盖用户行为、互动规则和内容审核等方面，确保每个用户都能在元宇宙中享受到积极

的社交体验，应制定明确的行为准则，禁止欺凌、骚扰、歧视和仇恨言论等不良行为，

鼓励尊重和友善的互动。 

在确保元宇宙应用规范的同时，建立全方位评测平台是至关重要的。同时，其评测

标准的制定可以为元宇宙的应用提供系统性的测试和评估，从而保障测试和评估的质量

和稳定性，确保元宇宙环境的健康发展和持续改进。 

相关部门可以牵头制定元宇宙的合规评测标准，这些举措将有助于企业和研究机构，

助推元宇宙产业朝着规范化和健康发展的方向迈进。通过制定合规评测标准，可以确保

元宇宙的研发过程和实际应用全流程符合道德和法律要求。这包括物理世界和虚拟世界

中数据采集和使用的透明度、合法性、隐私保护措施，以及对敏感主题和内容的处理原

则。同时，基于评测标准的指南提供在开发和部署元宇宙应用的研究机构和企业提供的

最佳实践参考，有助于推动行业的规范化发展和可持续进步。制定元宇宙应用的评测标

准和具体方法，在不同应用领域和任务中评测其表现，帮助用户和开发者更好地了解和

评估系统的性能和可靠性，从而为选择合适的应用场景提供参考。评测平台应提供标准

化的评测指标体系、测量指标和分析方法等，促进技术性能的客观比较和提升。例如，

对于元宇宙相关的体验，可以从帧率、跟踪精度、系统稳定性和延迟相关的客观测量指

标入手，结合沉浸感、舒适度、可用性、情感参与度和认知负荷等主观指标，完善标准

化的评测体系。对于元宇宙密切相关的显示设备使用体验，可以制定明确的评测标准和

指标，包括沉浸体验质量输入参数、呈现体验质量输入参数、交互体验质量输入参数等。 

同时，评测平台应涵盖多样化的评测任务，包括用户交互体验、内容质量、跨平台

兼容性、可访问性、安全性和伦理等不同领域，以全面评估系统在各种任务上的表现，

推动多领域的研究和应用探索。 

此外，在上述标准制定过程应该探索符合我国元宇宙实际应用背景的评测规范和方

法论，明确评测过程中的数据准备、评估指标及测试方法等具体细节，以确保标准的实

用性和适用性更符合我国元宇宙应用需求。 

通过上述平台的建立及其评测标准的制定，可以为元宇宙的应用提供系统性的测试

和评估，确保元宇宙应用符合各项规范和标准，确保元宇宙环境的健康发展和持续改进，

进一步推动未来元宇宙技术的创新和实际应用，助力产业的整体进步。 
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