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B HERNANFNFN G RO B, & N\ T RESC I8 FH 3 BE 1 B S8 il
[ 2013 4 #UME R F w0 1 k3 i N T3 RE W 118 5 R Re A2
W 7 SUNIE T RN AR R fe 0 BE 5 5 B0 2, BT Agi 5
FIBHLH, (EBIREARE A AL R MENTE 5 PE, A AU, (L8R
Uiy 1. BEIEE, BROARN CEFEEE = BANET + BAFRY .

AL, EEEEETE AL RGEMIE L. ARCUAR. LI AN BEE
W BARE T A THEAE F FAUARIRE . BRI Z] ChatGPT, H A&
FEAREL T B AR ZE0 5 N FAHE 5 AT AR .

LK, GPT. BERT Z5TI Sk R HES)1E 5 B AL @ FHAE /1, 2022 4
ChatGPT HRATFR EFHFEN LI B, #A “ AL =L iPhone I %7 « H
BTN LR e BEER IR WA CHESAIR, (BTGB & & IR
PR . A BRI ™ 2 2Pk

DG W7 2 AR e BRSO AT, 8= R Rk I R G MEmiEE . N
BT R SR S5, M e A R B BRI A HESE, AT & M B AR it
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121 BRI MUES) 5SR-S E X (1950s-1990s)

X B A% ORI AE TR 5 T80 5 S0 B 455 A 3 5 v, Rie i i
(B AN TR SCIEIN 22 S8R AR B 5 455, 91 e B SRS 5 A0 3 A Aot N T 405 (1)
FUMEE AT AT . SR, PR R EZ 2T H A 2 IR, 580 i
N8 GV CRFE s 5, (Rl B SRR = = i 2 1A I R AL, {6
B ARG VLN T Z R RS2 RR I B . DR, 1B BB S 14 A RS T RO,
JRIBR T/ NG SIS B R AR S B, R RS2 MR B Bk S
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1950 4F, BWRALFE GHENLE5REE) R R “BiR” (RIER
ML , NEF ML TYIP K EHFR. 1957 4F, Noam Chomsky & H )42 i,

2



EEHERIEH, 1B S FHERZEE WS R ZE M IIERHE, NVLEES WIT2EE
TIET A, JFEEHED) T E TS R K

IZIT A AR RS 1966 AFRAE BE T 2Bt (MIT) JERBIHIRALE A
Eliza. 1% R4t i 152 2CU0HC 5 PR Se B i A0, BOR R4 H IR 115 & B
Ae /7, HE IRSE T ANLE S 2 B A7 1970 5, Winograd /% ) SHRDLU
ARGTRE AT T B O SR 2 IR R E AR I FL, SO BT 5 32 SO 5 AL 3G
BV s

SR, RN BRIV EAFAE A SR PR 1 RO T X T T 9w B R EiE RN,
M LARDOHE 5 8O B 2R Ak (i “ B RIGAERK” B2 BT R D
HARG AR ZE, EHENHg sz 210 EH 2.

123 G HERPIPEE (1980s-1990s)

20 thed 80 FFERE, BEE IR IIRTH SE R ER R MVID KR, Stk
BHFARAEIN 772, 1990 4, IBM KA A BITE R E N G is S Y BE T
MR IR, HBPR AR DR A KRR (HMMD FIDRH Fia bR 5%, Fr&
FEut EARE S I .

AW B A% O RBEAR I T Gt LA B 142 H - IBM B ST TBA T K 1) Model
1-5 RAIABAGE IS M2 R BSL IS 5 5 HARTE 5 EOEXFF, BERA THLEE
PRI REFE bR - 20 T2 90 FEARA I, BRI R 51 %[l A PageRank 5955 TF-
IDF SiitJiid, AT SCARRERAEE, RS E ik mlAb v AR & 1 o

SR, MEBY BRI Gt iR N T4 AR, EBIRIARE JIA71E R PR
THE S AR RERELEE R A EON K, SBOE S IREE O LA R
1.3 GirEIMB: FMETLESREREE (2000s-2010s )

H 2000 LK, BEE B I BRI HERA ST IZ A, 120808 2 (2
BE TR S BRI, b HAEUHE N DAGETH 52 2 0 323 IR B B . I 3]
9 HRFAEAE TP AE TAR AL FE B A4, 08 55 SO PR SR AN, PR Stk
IREMRGNERR . SULRIN, 22208 (S Rea &L, RS S54RI
- 2848 ) fE HARE 5 ANERAE S5 FR RIS OB, R 5201 IR 5 R 7
TR HIAERA 1 o X LEHR B 1 et 22 S AETE 5 B B Rz L,
SEE AR R A S B2 9 B HE S, O Jim SR A 2R N 28 R R 2 2T Y IR %
BUE T RSB S N 2R

13.1  SHEIRAKNTZNA

X, SCRFAENL (SVMD SRR R S MR 5 S A O B IR S
AbF (NLP) RS MIERBARTT S EFIER M. ORI EE ST, Bt
N T AR M A RHIE, 455 G AT SR 73 R U 1, Pang
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N (2002) B EBHLES S 7N T BRI E B B4k, SRA unigram
FHIES SVM BUHAR T 82.9% (M4 KMz,

R, N THRHE TR AR 2 R MR M AR 5o i B AR I & X AR,
B AGRE 1532 R, HAE DUA REM P15 5 1 BT SURIC & . 2003 4F, Yoshua
Bengio P\ H #4825 15 5 18 (Neural Network Language Model, NNLMD ,
B UGN (Word Embedding) A o 1245 B 38 ioF (R 448 2 i) | R/ 1)1,
WIZ AR T A58 one-hot JwbS I B = 4EM B TE (BRI “HERERHME” ) W@, Ny
A 2CE SRR TR T TE .

1.3.2 iBHE2% 5% RTE

s IR )R S AR R OB BOR SR I s B Al . 2002 4, Papineni 55 A2
ML BRI BLEU YR TEFR. 2004 4, Lin 5 ANBASL T SCARHFE K]
ROUGE VAN 5 o 1XEE PP Fi8 b A B BT 14 B LU A $R AL T Ak 2 HE . I, 2006
HER A ) Penn Treebank i8R} AL & PER I AVEFRERG S, B NAE D BT
RIS HED AR HE . 2009 4F, ACL 222 CoNLL PRI UU8EA 1 i dx
L IR RES T2 TS, M TES BB AR MR, 23—
WHES) T BRIV
1.4 MEMLKIERHE: WRESFFIEE (2013-2017)

2013 4F, RBES ) H AR R R kR T8 S R Re A B s Ay
HAZ Oobr &1 [ R AL STE A M2 (RNND B2 M, S8 1
M CTRVEE A ) A SRR R R, AR EOR IR RS
B AR AMS, HAe T RO,

141 AREESARKE CEa

2013 4, Google Mikolov H|BAFEH Word2Vec fiAY, ZBIA@E T Skip-
Gram CIR#E HH iR T _E RS0 5 CBOW R4 R ST Aoc i) ) A 4E 4y,
SEPL T R RN = A0 SR . Word2Vee Bt 5 AR T HAR 78 BE SORERFME -
W mEEER “EHE - HA + TN = LE7, HIKIESE TR A L
Tl R ) T (R E UK &R

2014 4F, Pennington %5 A$EH GloVe A, JHid @& 4 f5ia A THE B
5 a3 bR SCE NSRRI, 283G 58 T 1] [a) ENHE SRR VERHIE B0 R AR
REJT. W B AHNES) 15T RN BE A s, BN TRTHRHMERCA B
PG T AR S R AR, BT 75T an 4 SRR S5 T
WEAF 55 T RE

142 FFIBREIBR R



TS WIS PR P R B A2 R T, TR 28 (RNND BTN B
Fe AR A% 0 R o 1997 452 H UKL AZ I 48 (LSTMD 3@ I 51 A Ji AT T
W [T R T TEI TP, A AR R T AR5t RNN BT I A4 P2 3 2R 1) R, A
T RENS A K B R UKo R . 2014 4F, Cho 25 AR H AT 1E 3 % 0T
(GRU) L faifh LSTM £5%y, LEORFFALIERERY AN B & 48 T 7 IR

2014 4F, Google Brain FIBAIEHFHI2IF 51 (Seq2Seq) 44, LMK H
G ) 25 - PR L) 35 225 ) S I iy 38 o PR P 91 4B, I RS N2 FH T LA B BEAE 55« SR
Seq2Seq fFLEIA PR : g 75 K15 5 P2 R4 N € KE R R E RN, §
BRANEXE B RS, B E A 7 SN 2 K.

143 ERIVHKVISHER

RV 5 2 751 (Seq2Seq) #EH AbFRAK FE S5 4K ¢ 2 1) J5) BR 14, Bahdanau
BN (2015 $EH 1 “HOFE” RIS ZALHIE AL S RE % AR A AN H
Frial i A R T gt 285 AR B, BT T KAEEEERE, H BLEU
S EARTHIRIE I 30%. VERIHUHEEL T NSRBI A2 T s £ SR EEAT
E AR R (Query) SR (Key) 2 [AIFIAHMLEE LA FCALE, SEILNT
KBRS B AR R EIG o R X HE M & (Value) HEATINBURAN, AR Rl A5 H
ML 958 Transformer ZEMHHR HB0E T %O BIL B4

1.5 Transformer FEAME: TGN SEEEL (2017-

2022)

2017 4 Transformer ZEHJHIHE H AR EETE S B ReE NDAIREE 22 ST B BL,
T A S SRR 3 R HESh AR BE SE a8 ik X Tt

1.5.1 Transformer Z2#4 2 MriERuE
2017 4, Vaswani 22 AfE (Attention Is All You Need) — X EXEEH T 5%

R TER I H] Transformer 2844, 5 LR KIEHAFIZE ML (RNN) 5
GRMAE ML (CNN) [FHI A T7 o 2200 B DA IR 2 k5 BiEE Il
fil AL E g A AT R I = AN .

Transformer /£ WMT 2014 SEFEEIIRAE S FEUS T U B FESE R, Hlgk
I TE) K& 4e 5 . FLFJESEEL (Tensor2Tensor ) KAR f&, MGl N HARTE S AL HE
(NLP) #h X LA 2244

152 FNGESEERNBRERE

HT Transformer 2844, 2018 4F1E 5 & BEBUEIH I B P9 RAR SRR,
LA RS PRAR R XU R A

(1) BFARBAR: BERT



Google [P\ #2& Hi ) BERT ( Bidirectional Encoder Representations from
Transformers) AR A Transformer ZwbdasZLirt, 8k AP T4 255 )18
BN WAIE SR (Masked Language Modeling, MLM) 8 i %1 N\ 7471 H
FB 431 T CLTTI, SEERA) bR SO AR N —A) T (Next Sentence Prediction,
NSP) (55 U3 1 4 e ) 76 BRI SR, 27 2] B 7 il LRk BERT IS 1“7
Ik + 7”7 (Pre-training + Fine-tuning) 53X, R & Je/E KU SCARERE Bt
TR EINGR, B E R AR S AT A B O . %30 BERT 7
GLUE (General Language Understanding Evaluation) & ¢35t 1) 22 04T 55 HH it ek
TNERLRI, WE BT W55 H RS S B S1 2 EA,

(2) ERABAUNREK: GPT R

OpenAl RBAFF %1 GPT (Generative Pre-trained Transformer) ZRFIAALRK:
H] Transformer RAGEFZEH, HAZ O HNZR HF5 09 “ W T —Ma 7 (Next Token
Prediction) , LiETFUAERAES. GPT-1 (2018) B IRIGIE T HII SR 0rE A
ARG IR R GPT-2 (2019) KRB SAESTIE 15 14, VIPRIMZE
FEA] (Zero-shot Learning) g /7: GPT-3 (2020) #EfE = 1750 1LHIZ%
ESCHL TR, A RE T “MBER” (Scaling Law) H)5 & E——R
WG BT RO L R8BSt SRR A RR 2R G G, BT 1 R RGeS TT
FEOT RETR I /N BT R B AN &1 “IVMIEE J7” (Emergent Abilities)

1.5.3  WINZREARRIRREREN

2019 FJ5, PIIZRiE SHEA 2 BLPUE LA . Facebook 2 w2 Hi K
ROBERTa ML ZRSENE (HUH N —a)BMES . EKIIZA K , BER
J+7T BERT HEBMHERE: B EA FAFK M ERNIE 51 NFIRIG GRS e mg, sk
PR SRS A RN E N T 2Rt B2 ;. XLNet @& Transformer-XL B 551
EBEE /S BERT MURURRIAEMNSS, ARk 17 HEADIE 5 B8 B T 2w 22 i)
. RS E B IRIE KA M BERT-Large 1) 3.4 /53 B2 GPT-3
[ 1750 12550, INZREIR R 2B A S ——BERT-Large %7 16 4~ TPU
Pod #8217 4 KX, 1 GPT-3 YIZRAAS ik 4600 J33 TG %M BESEUERT 782 9,
BARGAIAR IRt & 5 v H B BEUR IR B [ AR AL A4 B 5 8 R A A% o IR BT 77

1.6 AR Al BRMBL: RESHEBAEGESHE (2022 £45)

2022 R ChatGPT B R Aibr EE1E S & A8 1EE N4 N T Rt AR,
R e JVE RS TN CTNREARUT S BAT Y I\ IR HAE )17 HIMR A AR,
SN T HARE K 5 b Ak 87 FH 43 P K .

1.6.1 ChatGPT HIFARRBEEESEH



ChatGPT #:F GPT-3.5 28y, JEI ISR SLHL 1 H - PR3 1) 2
Tt 82U AR (Instruction Tuning) A EEALERIEEME H A E S TR,
BROEN ZFAAES TR ET AN Rmi i) 2] (Reinforcement Learning
from Human Feedback, RLHF) Ii# T A\ ZEbryE e B s B ik T HE e, BB
kit B E S M EMATFF . OpenAl HIBFFEIESE, RLHF HORMIAANA FiF K
MR ZSE T T 6 £, FERFBRC TR 4 “Lw”  (EPAERREREE) 1)
M.

ChatGPT FZFIHN A P 2RI H &S, HEE NKFRREbe
RGeS 2SR RE 1, A 1S T ARG TR R AR S )
R . 2023 FRAK GPT-4 3t BSLIL 7 ZRARE IR, 7T F AL FE 5L
A BBEZEESmN, JFHERIMEAAFEIR. SAT & NRAriiE b I
HERPERE.

1.62 EIRARBESFKME

A N T e BV R R 51 R B ERECRTE S, HEShIE 22 Je A I R Y
JEMS Rl FEIE PRUR, Meta 2 "] A ATTFE LLaMA RFIEA (Hh LLaMA-2 2
eIk 700 12) , WEARIEIFVEFARM FLHFE; Anthropic A A]HEH F Claude %
HIRT N AT 22 =X 55 (safety alignment) 54 b CAbPREES) CGCFEE+TT
tokens ) EFXEHD) o EENSUR, HREICL—F . BTEME TR, S
KRB ERA R AR AR, PR EPEAENTEBAERNE (AIGC) FHARM
Ik U O A BRI S LA

2024 FbrEAE A RGN TR B NIRRT 17) B PR R B R84y, W FCER
O ) T HAOE RS . A ZE IR Codex BiAYIKAN 1 GitHub Copilot SZHIAL
i E s DhRE, AR R TR B B SETHE 40%: Galactica B L yE T F 4
SRR, T EBERS AR E ST BT U R TR SRR (4
Med-PalLM 2) TEIG IR I Z PPl AF 55 Hhak 2 ol BRI 7K o X L8 37 35 e I HY AF
A AL E I 5 P B R R

1.6.3 WNEHTEFHRMNEBTRRFA

DAEER R AR R AE N 5 Bk R rh T s 1) vy 0 v B SRR AR SR I, B AT
Ok 2 M RCRIA 1. 2024 5, B BN T8 Be T BAIR FE SR & (DeepSeek)
FRALHE R 1] DeepSeek 5 5 A4 IE AR o 12 KBTI ZR A A I T Transformer
B, FhE TR 5 E T K (Mixture of Experts, MoE) i K, Hid#E L E
SRSk, BRI E B B AE S B S R . s R AR RO TR
FEME S Z T THORTI U e, HHE3) 7 N TR REEOR )8 B AR 5 et 22,
PrEE TS A RE K R AR,



DeepMind #2Hi ) Chinchilla #5838 i LA I 2R3 B 558 S BN T
bt Canfdi Ay 1.4 7344 token Y%k 700 (LS HUR) , SEUER BIZ SRS HIEL T 4l
PV RSHE, R EBRIHINGREE. Google W & H Switch Transformer X MoE
ZER, A BB T X DB BT A A BASR ) R A AR v
& /] (Native Sparse Attention, NSA) S5iRE&HER 7] (Mixed Block Attention,
MoBA) #iAK, WA H# g = AL HIA R 2 i 1A 21 @R i T B ) 2

BT s 4 A R A 35 e B T AN IR R AR Y (I DistilBERT .
TinyBERT %5) fEPERESIRART 5% AR T, WIS EE K48 70%: &t
B RS HOE R (A 32 A7 AU FP32 [4 % 4 (7865 INT4) , RERT
TR R . FIRTOR RS R 1 ORI I 2 i I 55 85 R) 34 21t Sk
HIR, MmishRE 7 HB 5.

1.7 EEEEREARR

X EOR S obi, 1552 4EE . ZouftR e, %0 B skl
“REERG ERME. EIEMT AR R

1.7.1  BERNGESHEHEBEAR

B FE B O N “ RIS AR " Bl l) “ROR a7« FrARN (AnZhAR% i H
TERZER . AT SIRA L) K RE Transformer FR#, 7E4A IS ELI 1
SRRAERE 75 WRTTESE CUBRE: > &2 2] a] BRAR BR85S R FA X
B, LAl B R A SR D AR TR oK

TS 8 AR A o RS #¥ . TR ALE R (W0 TPU VS, 5D $27Hit
HAE, WAMAER (40 Flash Attention) [RRAFAE TR, SRR L Z
WA R ABAT .

1.7.2  AfE Al 5AIREHERCR

AT AR B R AR A% O JE Ve BEFEMN “ SRS fRE” Hem) “HETnI R
Wit W AE ] AR LR M) CUnpsEil, Transformer) , fHHEFEIFE R IB WA, AIIGUE; f@l
AR R, XS RN, b B RO 1%

AE AL RIZA5EE: BB NS S LS, R A A i A
WARKEIEIAR (W1 OpenAl FEFRIC) RA AT ARG ZE, 0 RB RS B Xt
PEIZRIG o Y S A, PV S .

173 ZESHES5ERAER

ZRRE N RS PHE” R CREET . KRR &S 2RISR
MERAERE ), BRI RSO BUE. EE. WISEAZ, S “pr WETATR,
PR RN 43”7 RIAZH., PERAERS S S S THIR BRI S AL B e



WHE SR AR BRI IR . B BELEESRERFR, B
HAAWHAER . HIRER, MRRRE R/ MarbE 5N 38 Xl &
CURER NI AP 22 S D BevH e (o R

1.7.4 FEEIURFFREER

AT ] T b Ak RELRATEE : BEXT T L VR SRS SUIT R & AL,
A AT AIREN . B OA ST S5 R S T S (BT KA R
R0 SCHR, SRBUHEIZ I 51697 HE2E) .

AP RE A RS B S R R R AT 5%, TR “ R +
I 7 6 (a0 SUsm A R K R e Al 5 RN B iliE
T 15 5 A8 B Reis 4k R BRI R .

1.8 /P&

S B REIR IR N LR eSO MAE R, WE BRI AE -5 210 4>
AR UK R, B IREOR RBCAR IR T 500k . Bl 55 i R B
Transformer ZEH[IFEH BEE 1 HUATE 5 B BEMIZEAL, BONZERE LS 1
BORKIMBALR T, 10 RLHF S50 FFBoRMAES AR “ReA R [ “338
W7 A

HET, WEERELAL T LM BT O CEORREET AT
W R, R R R ACR . AR BB e et Pk,
BEDERSMEG . WA R ATEXNTFER RIS AROK, 1EEE RN RA
SARH T HORBIHFFEL R8T, EHRERTL, M. BES SR RS

RN LIRS NSRBI 0, 16 5 B B AR R S 2R HES AL A
AR —— HLESSAMBEREMASE S, Eae g N RE R S OMEN, BN
NFNFN S Q& SE TR o X — i PR R A7 B ROR PR, /5 B s i o
RG], MEA WL, A RESCILE 5 B RER Al FpE R e, W NIt 2 R R E
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JHIB% “Machine Translation” WMl B4 “iHHAIE S 5% 4" (Association
for Computational Linguistics, {&#8 ACL), H—HFHZE% . Lbr L, 7£ ALPAC
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WS TN AE . L ENLAR R UL, N A E MR R RN BB O, I
B, HEEIAIR, T2 W E E S IR IR LUk S92
PO HER R WA RS, 185 N TR SRR T — AN e 4n s
Kk, WHEH FHRN 2 DR ST N DAFERT “HoR” SE 1, HHK 2 s
KRIERITHEHNE Y, ERR BT TS T, EERMGX — K I SE
SRS “HAEF AT (natural language processing)

M 20 42 80 SEAITAG, —LeWFRFHITE 7 BIFRF5 £ 30m e bk 5
FHIFEZ K- 1980 4F 5T (Martin Kay ) # T #1112 (translation memory, TM)
777%, 22N O BB B SO R AR BL 20 SR A5 B A O 2. 1984 4E K
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FEH. (Makoto Nagao) F&H! T 3T S FIHLAE #7775 (example-based machine
translation, EBMT), % F- M SCHB 3 BURH PR AR, dadis . Ml o B s
V58 BRI U T P 5 R S 7 4 A T s IR B AL A R 3 U7 v,
PRI S N TR RERI 70 M08 1 I3 S2 7 AL R 56 75

HivEr, tHEVAEERIR KRR, AR IuEy K, EHEE H ik
Tt GEitHles = SR IR . BT AW I, ERE R R H G, (E1F1R
% R R ICE S 52 25% 1) FEUELAE A AT DU B “ B R+ G A+ L P 7 IR
Sl 1990 4, fEIFZH/RSERATE T2 13 mETHIES ¥R, =24
T AP LS SO R EBEAE 55, T a1 18 S 1HE W — AP s Be——%: T
KIBERER ST HAAME S 0B . I3 T, 1993 4F, £[E IBM i
FUBE R RS it HLas BB 1207 B0 : 2280011 7 (The mathematic of statistical
machine translation: Parameter estimation), & T IBM Model 1-5. 1999 4, £ [%
Zyng FE X 411K %% (The Johns Hopkins University) & Aii | GIZA B4-4, #8 1IBM
Model 1-5 224 T WLSE. FEfE, SIS IBM Model 6. MLk 44
GIZA++HRSE J5 KAt . IBM Gt HLas R P A5 202 A o 8 L8 2K
RO RS TE TR, IR 55 REX S5 TB, SR A s E Gt pL B i
REG. BTN SEIERS, SityLafliE R tae & #= T, ma
IRZS Gy g Sl 78 HNE S 2 R # e el b, RPUEA 7R3 5E
E A HERPINL SRR RS TSPl EE s 5 BAREMe e, AHEH
OO, WitE AT LU A EAKRIE S . VLASEIIEEAE BT BE S
T F0 R B I TE % . A, ERIINLARRI RS . Google Translate [ THE

S RA S SO AR C RBELR A HIIHTIE S AR, Ba, T
AR APE 5, R TT LR T LN 2 W2 VR 18 H — LA B R R (Give me
enough parallel data and you can have translation system for any two languages in a
matter of hours).

2006 IR LRI W28 I AE R RIEA IR . 2014 SERT G, BEEIREE Y 214
ARIETES  EUR S AT B T, IR S T N 16 & N TR
9T - FENL 2 BN PRSI, I 1 “ A2 ML 238035 ” (Neural Machine Translation, NMT)
BT o IZ TR B TR LRI I 2% D7 VR R A s LA B R 4, LR g bd
A ANARRS 2R PR Y. B 26 FH g i 3 4 UEE 5 B9 R) 1R A [ & (word vector),
e R TR A2, AR5 S 2R AR B B AR TE & B P81, BRAERH
PriE & HEEA )T 1E o SR 2 B0 1K 1 2 i 3195 Cend to end) 1L R,
FH 3 A0 2 e T ] 1) S T SR B HE DA E 5 25 1) A AR v ) i
FEEITHEALS], BERON — A BRI MGt HLas B, eyl ds il
TERATEI) Iz, i B BARE F AR MLEsEIEE B T 5TEE Y
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W LR E R A TE RS « FEFOR b, 2N LaHE e B A SR “ B It
EAEHLAS B R PR A UCRARIR T, H8R, B TR R E R, s
BRES BT, W EAE BRI A (0 GPUD A fig e 0t S it 2 K0 2k
BEN 20 28 90 FALUE, BEANE T AN LE e SURARIR AT B 7R Gt i)
BV o IEBS S TR HEIRRE, MR RS KB TR LT RO 1 RIE S
HIFRTEE T iR A0 AT WSARTE . S IRTEME. TR HIES IR IE 2
FRIFA6 51 AL I R A TE 5 TR A5 SRR 2R o A5 3 R A 26t T Wt 3 A i i
ZEPEIN 5.

X S BESE bR _ESRE R AT AU IR AR PR EFE R
I, S N LR GEM AAgOa Bk T R S L SR R, ek BT LR
WREERER ST IREERI R 2% DL R tE AL A S5 AR R SRAT B TR 10 WE T
PR BRI 5 A AT FOE 5 RS P s e ANEIE ], 18 5 g0 2k,
THEHURRA R T 25, IR SR T 7 BT B hos 5
232 BEEEREMESROENMEEEX

Zd AN, “IETRAE” MR BAT PO T E A E A S TR
AEE N LR RERT TR P g T 6, RS E S B REWT I “ A ATFSE” 1
AR

HERE X AREXERTE S N LR BT 7 LT S A . dndi i id,
s N TR BER T S a2 A7 sebrBr. X VUANE B, AERE NSRBI, %
BUNFIES B8 5 B Rt 2 2 A I JOR2l, Rp, sl AR TS AL
BREMTFCHINY AP S5 AL B — AP SO Ar < RBAES IR CHTHLAS B i i
PRAET B NIRRT ANRIIA B Z S A A, SERk IR A R ARG
A7« AMEAS B A AR AR g se e . 55 APy s 7 Ar Uz HLR (HLEs B0 e ”
IS CAFRE A (R TH AL LR B A SRR, JE55 P sy R AR = 8
WAREAR R LRI B, 5ER T T AR BNE MR 2 0 I s
Mo =P “EEEEFNNTEN GHEIES )7 NIHE “2 58
BHE BV ROy “EHIEFEEE 28, JHERIrh Rl HRiIE S, U
HNEEL, FREAEFER T E 2B, e T ANBIR . WTEKTESE 24T 4 7
WREER S =20 P s i B8 DA D S A “THSEN LR 3 RERE T L (A RE
FACED” NWIEGHKOE 5 AR EW S, Sl SRR, DR
GiilAET, SUTESNIE SO, AEERT 8, 5T R AT 5.
RICHENZ BB VU0 I Sl e SR, AR DIl DUVROR IS ik, HAS 535 i
R, 35S N LR BT Tk B 7 RKIX, Ml ERE S AP Y i 3 T
e, HAR RS EAER P LI AL B AR, SR s A, SCBIUE S
PATATy, X s A2 B RERE S 3 AL 3 L7
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R =R, 1B E N L RERE TUAETE 5 B BEM NAEN LI SR 2 IR EE A IR,
PTBUE RERE FE A 2, AR ERIU R — 2% “SeiEE” Mutiikek. Ho%,
M FER) A S SR B 1 B AR = BORE . a0 1036 5 AN LR RERT Uik kb + “
ZONTHAZ DR B, BEAEEMNANNIES BARYRIEEHAES. &
K, FEEF N GET 7T W R i BRIl . A Rt 78 5 i 2 5 T4t i e
SREF A 3T N TR 1 H ARG S L. BRI —F 5%, B
AR A2 “HJZI” HARME S I, AHREORIE RAESCR sl “ IR 2 A7L 7 .
“fRIARIC 7 4RSS, W T ERILMIE S OGBSO R TE LR L i
B R B R IR AR SSEPTR N, HATiE S N LR REr SN K
AR (1) AFREERE S LB 2 sk Z fl G (2) BREFAHEEARE A
TR REWE T B HA SR B Z LRl s (3) T KRB 5 AR 5 RO K)E
PELZREL “FIH1” NSRRI RENHTIR: (4) FETREFE M B ARE S LEE ARG =
FAEAC R SO XEREFBREILR MR AN B T2, S RIFENT R
T8 5 B REAEA b R 2 NS RERY “ BOGIR AR, bl b H 5 R KB A “ I
JEHLRAR” — 8, BEEE S E RERIR ISR

FEMBIE T ) 2 R B SR 5A oK, 1 5 B BT FTAE DU AN D s 5 A
PSS v v B A | R R A N LR RERE TR VR ¥, AR TE R B IR R
Giv IR BORSER ARV IS/ ST, L B EEAE . SRR
JI TG 1, S HAAE S LB SUR, em AR EE B RGNHE
WHESA R 7, ADHRHEFCIE R AT H HIIRRI B XS pLas £ >
DI EAR WA FH 3 A B A R 1 22, e G AR I PR AN HENSL, Bh U5
FERTALN R RERE FCRIAS R IR BT N RERT FU AR B R 4l 3 3 (4
JOUR (K3 4548, L RIERE 3= 300, B 2 D e 3 30 CREU ) Zh g, B ENRFS 3 30,
o E AT AT X R RE R G IAT N, BEERISITE RS, MARSKI g7,
Ty, HECASFEIE A T GE LAAS R VRIS S IR RS, P B R & 45
BN T GE . ZESC U N TR e, 7 2 Ak S A IR IA ISRy B IR LA,
B DARE S 2 SRR T ST O 3 USRS S 1A N DL STIE 3 5 A8 R 8
NTGl. BEITAIE “4i—IhRe—1T o7 BaaiE., BRI A
= AR N R EEEAR o AT IR AT T AR 5 vu SRR LA 2 L7
ATy, EWEE T A THIES N TEGEIT. S0 ari @ 5w, &5
NGV U LS ERB 1 520500, BLAAS IR GERL 2 NS, SRR s
TERN NI BERIA TSP, NHRZFEEAT, KRGEMES N TR ML
FRNE . ERIRR SR ERE AR, B SORTH LR BT

SRR, “ HARE S B T RNFIRL . 8 5 A FAUR 5%
R X R R, HEAMIMANE (BERIZD BETTIE 5 B R B R T 8
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BRI [FIB, AN 1% 2006 AP 2 37~ NS ER AR E 5 ML 0Bk 2, M ZRIA R
AR RE AT 2R B ARG 5 AL BT SR ARIEIOL, 7 DL 2 3% &7 R IR FF /K (Shuly
Wintner) H#EPF 124418 5 N L& BERE FUNNE 5 LA™ 5 200000, ihfa i, 4
T EARTE & A0 B TR CAIE 5 SRR A TG, 70 LFHR FE r HoR B
BRI, ARG B AME B AT TR 5 R s 5 A S B SRR I ] R, “ L
il 3 507 AT B IR S R BE R 2 KL 5 S B R IR R TR S N LR
B S BAERRIZR O, DLHOMIE, 7R RIS Y A58 5 N LR aeif
FHIFF K

MEZ, B ANLEBEIROEER T A ARERRAKX, 27 EIA
RIE T REIIA . WIENLE S KE R BRI 7, “SeEE” kO &ML,
iR, SUbER, Wik BBl E ST R R C A R R e ME A .
VERBRERZIZ O RYN S AT U7 M2 —, 1B N LR et f 280k b
LI BIR RERER, FRER R BIRESE A R 9 — AN BB 1 43 32
Pl——1E SR AR, “BE R BErRM, N 7R S AN TR
K Prsahing, 250 HaE m DU RERH 7 9 EE L) “HLHIE SO D ST AL A 24
TR o

FiRE, “BE R AEXSURE S A “ 2T BURIIER.
EE AN LR FEOGRT 1956 FAERE AT “iRrriiaill” 12, 24501
T2 HKBIBE, 28— 'R — N SRR AR, 2 ERTE
RENE, D HAE, & EAME, (HEEHILT R R A e R A A R R 5
IUF=ESR

RS N TR LA L, B =AN A W ARIE. E—4
& “HLASENEE”. X—MESH & EREF (Gouturat) F1% (Leau) T 1903 3 H
CLIaTprd ), FE4 120 R, BHASRE “NTHEEE” (Artificial Intelligence)
MESHCR T 50 R (12 1956 fEiA N Mo WO R & 50D, Prsh R,
B “HLERRIRE" 248 AN GHEND Btk —MERES JRES) 1
EREACHHE S U A —MERES (AFRES) KGR R ” 131, B4R,
X—MESREARANGY . B, 5. 5. B2THESEAEPN 37 KR RE L
FENRBIPE R RERIAL A Se Il (AP @Sy ), Hilm P AKES AR
R oy 2 —, TR FRE S AN TR R — 50y “ N TR RE 2o e
R HTVEAS SCE RN AT

FOARER “UEIES 7. ZARIET 1966 4 HEE R =B /£ ALPAC i
A (RO . ZARELE T LA iR TR T 3 2ME S 5
r5git 4B CTRARR, @A ENL BT “n] DAt 330k SS, rets#
BN ZRIE B0 BI1E AR E3 T H IR s TRV s e, 22T 5K,
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B E AN TR AR T Se B i 1t EAE S X — R R N R S Va5
K ARA B —AMAEFR B IARTE N, XA g HESREEE S AN TR 6
W FL A — AN ARIE, AL AR A AR E” Bk, XA E R
U U REE 7 I B AR S R . Biltn, se ELTRE R (2000) £E
(OAGIE & 32 gy “THRES Y THRENXZ: IBE¥H—M03, Hit
HHR AL S R AR TE F 2 AE & 8. b RS e 3R ES O, §
EAE. SIEIR. AZEIE. gENRER T BRI, UL RTE FEST
IR EISIR . SRR I E S RREARIL X — i “THEAE S SEbr B RS
T N BTN RS & 2 SR A R HOE S AN R OR A LA AR L )L TS
BT SRS AV 1B SORIE F S5 AH 5045 B 3 B S0 R A BB 5T
61,7 af W, “iHHEIEE %7 AR E — MR EE S BORTTVE A7 IS, IF
AEFEPR GG & AN LRRENER . A RMBIRT B 70 Sk e i) FRAR R

FEEAARNERZ “HAAESAH” (Natural Language Processing, NPL), K
“HARE S PA#R” (Natural Language Understanding, NLU) . 1Z A5 H ML EH 2,
HPPAG UL E HA E— DR, TGRS M TN RS N A RHIA . Eans
FAREIE P, MHLESEIREE, N TR RSB Y T HRE T B “X—
WEFL A" U, R AR E X, BRE T B 2RI EV TR, XA
FREA A T M 1 Sk 20 B AR5 5 S Badb AT & B AL b BR1 N T
FOREOL, Rk, AN, “HREFTOE” 2 —NEARE EMEES. FHREBIK
skl HARTE 5B “ A5 s T AR R 40 Sl 77 T 1) & ST
B, SR, iBEHaER, BH5NTEGRYRHE S T RO X
o3, B RN ETE F AL B HORE RS 5 15 HARE 5 A B a5
ET R, AR RS T E SRR, EEAR. BEE S,
s AN ol L N oy = AN - /3 AN P2 N 7 i W = By R s AR
PRI, HARE S B RAERA IR T B RE T 3. I, Rl TSR
HEMEEARE, 5§ “UHEIESS ME 8, CARES A W KK
M THEFR U585 N TR Ret Fe 8. fEIsEH, BRE A BT & B AL
NAESEE LT K, VNN HERRAE, B2 PLasiE. 33
S BERR SRR, ME RS, FEEIIE. 5 R SURYZH/ 2R
P BEAE oA Beman it B SO gmiE S E SR AESCH SRS DG E R IR A
EEIRA S SOER. UiE N AME/SRIESSE . TR R, BN ATEE &
FAR, BIE SR WEE G BOR U E R R SR, B #eSE iy, HIARE S 4
BTN R LG S PR AN R & B ik (AR, 1E
X 1B, WHRN TR XL R H S oA SRR, ek, A
o 3 o aER,
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AL, ER LA AL OMES “ ARIES 0 5 “THHIET % #EAN
FRARIERES A TR A A B AR ARE . B H, P REAEAE— 2 3K
Fio FARE S Y — R AE T B0E 5 =0 s ik, RIS, filn,
CHRIE = A ) GO BRR/R, 2002) s BARES AN S SEGR. 5
B HBIRHRE. gilaiE RG] BERRN . SCRE RIS EIE S 2
TF R — (BB Ik H AR E & A B AR TS 5 N T8 e AL 238 AR
Y, B OB AT EAE T FE0E N — AL SCRI AL, TR R AR “ AR
A FRAFF—NER B Dol B GER “HRESHER” B2 H%
HAAE A — S, BATEHAME EARFA I ZE R o SR BUR S K3, “18
RZIEOLFRAVRMELITHIX 35 THEIES S ‘BRESEM 5 ‘ARG
BRI = ASARAE 8] B RATAE BRI AL 5 B B 0% R DA K % H AR IR A o
SE7 OO, AT R, B EARE S A2 AR E S A, iR
HiEE %

R TEE AN LRI AT “2AIE” MG S, Tak Ly
P T U JLASEARLE, LARIRL, HriE . fhEIX —ISE, B4 2 & B A 75 2
KEEARAE JL TR BIE N R ARE “Sk” & RV B BT m “Re” B
GIAER), HEeEH SR Flin, SHSE (20200 #MIEH T “EEH
REALTR” HOMES, DABRSHEHDARHR 9 FE R Refl . w7 A 38 B RERHIE I B 2R
VB 5 AT A TS 5 B o TR AR AR (20200 3 H T« B RETE S AL TR (Intelligent
Speech Processing) WIS, BKAZPEE (2014) $2H 7 “HBHESRE WA 1Y
MES .

S, Fk, 5N LRI AT ER IRz R
WA BFARIECH, “THEIES S “BARAES " SAMARE ARG
fh, ALOAMFF. “BAFFEL” DIRFLR “LHFF”. BT, “EEH
Re” MESFLURH . X—ME& M “ N SERERANESR, 208
AL . —&, “EFHE” REGHARESR AR SN T 248, |
CESEHAERE” 5 “EFALTER MNES L, BARESGRTE. X
—MESH BT “THEIE TS CHRTE S SR T N g s 5 A
PR, SEaFH VTS, ARFR T 494518 5 N LR et o s, B ¥R
BARH . MK KE, 15T & M S i hm CE R, S 1 40E S iR
FESE S N LR GHEIES %, BRESAHES) % E0NE 5 R
AsbR, AU B TIRHE 5 222 RH0 SRR S8 e b AR5, 3RTHE S &R X
FEBEAN N TR BRI R A FI s, A B THEE S 5 IRk, R}
L AR R T B MHXFRILLUGHENE . N TS B S
NTARE” MR, #AINIE S B Re 2 S RHERIN, MmN eEE S 2
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5N TR R FRMIE AR R B 2 38 W H %, SR H R ETE N T4 e 531
AR HEEL T
24 ESHREAMESR

“IRE R MESIRHE, B ECN— A RNE S e R4 . 2R
M, WS AREHE — NMEEE R SR, AR s, 2% W&, O
Bl 7k FRME R SERICER I, 18451k, MWARER . RREREIEF R
WZEHN R SRR, WEHERE, 84TF:

241 HBERENHR

FEE . BRI (2023) FLE TIE S MR AT R AT, EBE
HRERMANRIES SPEE S 2 MEM SRS, 2UARBSEIIIOER.
FENHLE . RIVEXNEDIN R, BUITTXHE T AR L6, BAE. BEE. R
(P15 S AL TR I FEANAS R AT I 70 o A S, 1 55 25 BE 22 R LUE 5 B RS NI A X 42,
ARG FE = BRI RN IR . RS . S O R R B AR R F 37 5 81
W . HoE e B A MR AZKIE S STFEHUEREE S AR BTG, KR
HARES MARIESHNZ LES, NESHZ LRIESHRREARBERSIESE
B FERG AR, AR A i 1 [E] A4 A2 2025 2 0m] T ) 1 B 2L O &R, AR
A B IR ZRAE 5 A BRI AT L], WS 5 RIS AR R UG A B, i
BB AR R SO TE (K], M A8 5 A — Ml (R A — 1] A 4L — 18 5 AL i~
BRI~ SR I IR TE B LR, S SEIUMLS L0 NS Re, B, A .
STANRIES, SELUANIEF L HRY,

e SO R BEARWEER M s AT, 155 B R R LUE 5 B e A
SFH, RYHETCIE S BN PR R B FIHLH] . SRE R OB AR R IHLAEAH
RCRIGIHT N, B0 F BERAHIRZR AN ZE S R REMA R, A o i
A5 BBARBAUN R EE F B A2 ST 68 77, R FEE = 2 e AL BE AT
BAR, RRIBSHEHAEIES HE. PLABRE. AN IES SR G5 R ,
R R B AR AT 5 R BR AR B I A AR AR R [ R, (5] EN T fe  Jee ko
B F S ANE F HARTR APk R .

242 WIRARSHEHR

EEHRERTANERZ, JERERT, BAMNGEORENRE S Pl
BIVE. FRENE . BRENAER. FEREAEIIE. HEHE. ASGERE,
EAER RevE, R, (HEA EFEEF R =AE I RIS, %
EARAIE FE LA N A1 T 51230,
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ThRER B ZiB S %I T B SmENLE], DURIES A, Bl o
B A7 IR ML S5 o 35 S A OMLEIRT 7T, E B0 AN 280E = A HE A 0 B
Seht, WFICIE S B A S AR T, BLURAE F R IR 1B RS PR
IR, 1B S TF BRI, AT AL REAC B BSR4 7 ik, WFAT
FVC. AIVES R, 1B B EEE S JRE SRR, MR R
HURFER R

REEFARRE T £ ARG S RIES KRR 2165 ARG S AR
BEATOE AT o 15 5 WIS REAR AR, e R v E LS 5 20 30T 4 A7 i
PSR, DB e m R AR B S R E , MBS R, ZESEEHARES
AEFA, TR ENUAZEAT R, #F78HRES . B, AlS5E
AR, SLIAMPIARESE X HEMEETH.

S B RERIN R, A EE IS SRR AR, FANES BT
B, ATFESHEARLHE, Negs., &% Z3E. MELIE S IEsh it
R TE FHEIRS . T EEARE S HRACE. FRAZANNE, BE RS
B E LRSS R .
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ORI E AR, 18 S & RESR 3 BRI =M 7 i), — TR
B E F vk ORI TS S R BeE TR b e, I
FoRREE, BT, DU EAE S BN TR E B R R
BT 0 AR A G S T R S R AR AR AT V. B A e S A,
B REAE AL FRE IE LS HL
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Py AR ST BN FR AT AR R ML BRI . A MU IESS, #E A& T = T Eis
FHEERRINLES 2 k. RS AR, TLUA R R ERiE S s, BE%
READ B (1) AN T B Re A5 LA T

244 FRMERSEAL

B S AR — N RN R R, R RbE NS A8 ERERTRAE A
BEEM 73 SCRH), WTAETE S 0 SR, el 75 S B e

T

AESCEERMERR . thfE Y, 15 S R R LA BRI AU AR, R TEAE
S BYLEE S ZRIFRMR AR, 2 Rlaiasts, R, Bkt
oW Bl LEEL IBF S IMENRESE %4?ﬂ%%%xﬁ%ﬂo
5 B REL A ERC 5 R BORWT T JA, X T8 N LB e S R Pt fre B
A7 B S(PARSY, 2 SO [ AN U 5 5 AR L 95 AR R KDL s, BIERA

B AR EEA R o, BN Y SR e R, RS A
BFEFN TR REEAR =AY ZH IR, BEEREYLEE A fR5, e
RE PRI BLI23I090, o, ik DA K i 14D 465 40 R0 D R P A BE 4R 7 T 5 >0 49 R A ot
FEHF PTG S, 15 S R RE 7T SRl DA IR 5N IR BE I A ot A
FUEE, TRITE 5 0 R A s SOE s L A 2 . B B RS . AT
Aeemidin g i . BHAAE S ARSI RBA A SSIARBINE ST, = A7
L [EAE) R 5 R eI 3 B R
XTE S A e E R e A S dr, BB REREISR . iFEH, 1ENEX
(1) —Flogr M =Rt %a%%?ﬂaf“ﬁﬁmma%ﬂ& BB S BN,
%ﬁmm?ﬂﬂﬁ% th, REHEERERE, BERIES IR AL
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B LRI
251 BEEELR
H “IBES 7 FRME SR LR, FHNFSHE S R &S 5Nk, &
SRS KRR, EE AR EERIESREN. mm%%5% EHCE B R
TR SR TR, (G 5 AR S AE S R R R R EE E 2R T
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AEE TR E AR FRT R TG AE U L S A, EEAEAR B S AR 2 T
T T S R B AE G R R2II,
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FH—: HEIMEKRE

(1) AR

HHERIMYE R “IEF R FRMEA TR X 8L, T 2016 4 6 A1k
WAL, ZFEREERIE T ZRPEET CF (A ¥R BRESZERD. )
BE T W EAERD DRSS SHAR & “THREVN AR
MOBESEERA” WAL E T ESEESRD S 0MBAFREHE, R
HEE Y NLEGE. VAR EZ 2RI R FREL B 5/ eIl
LR O R R, B B S AR TS 1E T B U
TR, BT Ra R AREE S F RS et e AR R IR E A B =
NA o AERENE AN IERBALH “EF AR 2 XCFERHE LS, Z R &
[ E R R & ——E K ERRW M < EE S B RRh0”, DURE
R H BRI 6 —— “AERTHIE S R FIRT b ” S5 A SR R . FEILHE
fih b, JERC T DAEERE ENZ O IRBN . BRI AN R A - N RS N AT
[l =R REE, AR R A A S A 2 SN

(2) REHE

HHEBIE K BT R R R TIRREMNT, AR A=A R B 1R
D P E A IE B IS 5 R A2 XOERME L S, R EHEAR T IR B AR 5
SRt LA AR ST S VU SR AT R Gomi B

OERNBEEIT (1980-2010 £F)

PE BE LS 2R BN AR, AEBURDGE . WA DUE S L S81E 5 25 TR
oL, “FRHaE g 2 AR 2003 R Ih IR BT 1B F AN E %
22, O I A E A 1) 8 MZAUR I e —, NIEEERE X 2R
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B=E EEEHBEAR

S A et AR (Language Intelligence Technology, LIT) & N L& B8/ —1~47
X, BEEETFEEAEAE M N RIE TR, 2O His&iNIEasAE “ Big—
A —H” ZAYEE FR B AR ERRIE R b, LIT LHRE
F 4 (Natural Language Processing, NLP) AJEHE, [A] LU HE S 20 E &R .
WS A B SCHE AR B A2, [m) R BRI R R TR S
3. 1012 RS TR SRR &I, a2 FIR TR, R
B BB BRZEZ PRI, TR ER “ SORIR AN —1E 5 T — 18 SCHER
—SHNEEM—-ZHAZH” WEEae 15K . NEXBEMAKE, LIT &)=
ROORBEOT : AR T AU AT 5 RGN T 88155 L 50m 3, XELARIXS
T3 5 W B 224 s B J5 Se it 21 7512 LA N-gram . HMM., CRF S5 8 A3,
L RKIEE R ST LA FRIZ A6 40T, Ll Transformer J9AAFR IR YE 5K
T ILEZHE A WE WIS, MR R “BiERs)” i, (AN T
RE N 2 PR e ) F8H, IUARE S & e R A BN TR, T2 721
SCARKARE R S Gt IR AR, L TSRO AR R S HE S S P
PLESEITE . TR XSGR ARG R FRHEEHC TP NS, JFR
DL INFEASE L . PSR S5z A FREEs ST B SRR e . AR, KB Y X il
e ok 1 AR A & v SR AR H RSPk . el . A
e CRBERNER ) hafifl, RKRESHRIKBRE “I—%2—RH” =M
5K, FREARZREEARG R N FFAVE BN AR ZE P R L, BASE
PN “REnERE” 2] “NRPEREE” P .

3.1 EmiSTEEAR

3.1.1 BRESHEHME

15 ARE S A BRI RZAESS T, il PRI AN Ay 44 SEAR R 1) 2 v S ab HE
BAZOBIIRAT, EAISEFER R T T S AR AR

SRl SO B AT RN, B IE SR V) o AR BTG OO
ARG T, A)F I i 2 DUE LN B T U I, X 558 LS R
ROYBEIFIIE S A BEER . WA RGN T WET I f & RICRC A 48t
7% (i HMM. CRF) [, BP9 B 5 57 1) i 3] i 73 i A B gk — B4R T} 170
TR R,

T PERR I WARE R T8 A A RS, NJE SR AL 58 o i Ba e

ittt o AR VE RN A) - RN IEE I T HAE RSN, W44 BhiA] . TR S
EAE B T ARE S A FNE ST, 38 Z N T RZ RS (5 B E 34
RS . PR ARG AT B TR e R 7, 0 HMML. fx
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KIEHEAY  CRF 45, MR L SR ) AMORSE Tt 1 FRiE TR 2 B, i 4K,
Transformer #RYREHS 25 G B SCKIEBIMOMIOC 2R, X0 8 Sl B4 T B A 1 1 12
HI5E o

SRR A (Named Entity Recognition, NER) HEIR A SCA L H 4
WSER, WK, M4 WA S, SRS B O R R 1 AL e () Al
an SRR AICAE SR — T, AN, BMREEASEZH, =8 —
PRSI s S —J7 T, B, AR ES S BN OB XEREMFH
S A 44 SEAR R AAE KRS S BR S FH HR AR SR T I S 38 M . i X 26 ) @, BF 7T
TR T R AR U R SRR, 5 AR A AN A R A S A A A DA
ST AR R X 2 R0 = DAL Rl 22 J2 Ok ] () B () D7 VAR o 3 SRR 2 ST B
R B fR T STSAA T TSR A S S )

FNES BT B H BRa 8 B - R 1 R R JE G FR AT A 2 H ) 1
EEFIRELE . FERLFE IR Lo VR A MRAE R385 B o 93 B35 03 M
B)F RIS NE TEERSY, WS IEE. BiE,. gl RIESE, JIFHAWMEEM
TR o XM ITIEE T A1 B RGBS R o AIRAERE D BT B3R
i) 5 1 2 RN R R B, A 1AL IR o 18 SO EFRVE I B AR A2 IR A8 1 Gl
W) USRI (s, 23, TH. s, WES, R
B TOARTE AT S o AT 55 1 B B AR T B RE S 10 4] T AL N AR S 1
A, NARF R BRI B AR E 5 B S0E Bt . IAH)VE i N T4
THI AT 35 K R BB TP P28 RN 5, 2014 SRR R RR 22 IO 28 1oy SO A7 il
BT B i v 1 AT AERA . B TR 24 21 R R, 2017 SE 5] NIRTE Bi-LSTM
(R a2 — 3T 7 K ARAF IR R I PE RE U BUATE A B bRTE R G AE K5
B FE T, AR, SiEgT%, R Z M AR,

312 EBEEETLHE

W RANES 2R E S G SR AR BRSO P AR IS 5 & hE
HAWAERE, H% 1R (Automatic Speech Recognition,ASR) AW 5
B9 5 R FIRERE, HALOE THIESL, 5528 T R 2245 5 WU
REHL AITHERNE T AL, RN SEE SO R A AR R S AN
SRR IR I AR 15 S ARSI o ARG T RO TR
IRA[ R (HMM) 5 &84 (GMM) A E, it g @ misc s &
BISTARRI IR o Ha2, WRITEAER R EMEL, 15 2 5 KBS RS 5t
HFE ] 2 R . Hinton 88 N FR SR IR BE A& o 2% N T 75 e A R I 2510 G
REZARIRRE, BRMEMZE (CNND. JEMME M2 (RNND. HiE=E 8L

(Transformer) [ i 21 3 (1) 77 51 G ARAE SR, 41 CTCU!, Attention® Transducer®)
Bz B, DA LRGSR S ) RNN-Transducer B840, RHESE T T
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N RHER . SE PRI B

HE S BUES R M A RS AR i B AR HE SR .
572 B T PHE XSS G @, 0 HMM-TTS!Y, 78 BSR40 7
MAFEA R o AR, RS IS T AN IE S &R AR, T R
S5k Tacotron 51, LALIET AR HIM L (GAN) B85 H dwf#% (VAE)
R, BEIRTE T & ROE S B ARES N, [N, B35 E BE A b
B vy B PR G BOHEZE 3 — D3 T T AR . a2t TTS 5if& K&
. BB ANEAE F S S, A RGBT A A 2R I
CRAMERERE S, AEE . k. BIUNGEN IR 7R sCH.
3.1.3 BB LE

BIAGA o A B N T BeAE A 2 B A B 7, 20 Hs ki JEHLE
% CYEMET 5 B BGRSTEE . TRV (Computer Vision, CV)
BAHR N T BEHRFAE (il HOGIBY, SIFTMD), (BREEIRE F KK RE, BT
Z M4 (CNN) 151, M3 Transformer (VIiT) 2. §EuA (Diffusion Model)
2GR — AR AL, (AL IR ) 5 23 B T A P AIZ AL e 71 KRS Tt
AR, THENAL IR 518 5 EME S, TR T SRR 7T s . BT
PERA PR B AR LB R I A B AR B S UM B, JRAE 8 LA R
TR R R MRAES EFE R R IR A s A0 2. BRSBTS . X Rt
TR R ERE ok B T KR Z A TN Z B4k, 40 OpenAl #2H K
CLIP', Google & 1) ALIGNI'7), Salesforce #i¢ i [ BLIUS!, DL S ot 75 Be
[ Florence £, "B A 138 ik o £ P SCHC T E5 s 0 BU 27 o) BRAE RO AR, 3145 1
5K AL — 18 5 O0 55 e 00, X R EE AN AL A BE A% A ot EUR I B AR E
SRR, LRERYE B RE T IR TR R SR
3.14 AREERER

W] M E AR (Word Embedding) & H ZR1E 5 A0 B A — i 3] 18 LS 9 (R 4E AR
B A B A% O TV, E I R R E A R R R I OC FR R KR TE SUNE
YRR, A SORIT () 3] 76 n) 25 (B H e B B .

FE RS R J7 7, Word2 Ve 72 i FARR IR 2 — o e it o 2%
BERIAE R AR B 27 21 1) 0 A S0 s, R ZEBAFEM A IIZRHESE: CBOW

(Continuous Bag of Words) ik b SCi] 0l hCodi], - o U BE A4 1 45 06T 5. 1] 1)

294 ;s Skip-gram JULiE I Ao 4] T A L) B R SC, T8 A AR BRARATA] I R R .
X PRI EAM BEE A HE 18] 5 9] 2 18] B3 SRR, 3B REALE [ B 2 (R H R L HY 2%
teis I RE /1122,

GloVe (Global Vectors for Word Representation) F| F ik H 14 oy 1A A4t
WG, @ISR A5 A R . Glove FIBETHH BIFET, KR
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LI OC R 5 BARTE R I GETHRFESS & Bk, 3 10] (7] 5 AN RERS S Ik 4TI 1] 1 1)
T8 R, EREAEF RV R E 5 004 R, AT R TE R S A T 3R
1550 AR e FIRG A 98 LR IR I3,

ELMo (Embeddings from Language Models) & I~ & 2518 7] & AR 7
%, EE IR T FRA I R ¢ —ia— X7 RR . ELMo Sk XUR] LSTM 5 &
B, PN SCA AT B R AR, FREANEREED N A4 &, MimEE—
WIE B AR 4 TE B RS AN R 8 SR RPA, ELMo B3R bR 635 1] ) & M FR s 2
AR, KGRI TR frda SR ol 15 A bR SE T I ESS
2RI
3.1.5 TIZRESRE

T ZRiE S8 (Pre-trained Language Models, PLMs) J& T4k H SR E 5 Ab
P AT e FLARFR M AR SR e A I AR R B s v E B R BT B I BRI 2k,
2] B E TR ERANE SCRAE, FHE TS AT RO, RRIRTT 1A
(R F% Be ) AE 1 o 31X —JE N T T A% G N AR s AT 55 1 JE A Y 1)
SRR, EEREF BN T TN+ B AR,

BERT (Bidirectional Encoder Representations from Transformers) s&7E ELMo
PR EEAL b, 455 Transformer ZEA44E H 19 B 9 K P 2018 5 B 41025), BERT
BRI BNHTAE TR U 3 v = L], BERe A1 H 7 S iR S A5 Bk
BERETE S, RO 1 AR S0 n) v 5 AR A DA S 4 ey 45 B B 1l o B a4 T
YR HFREAT2%>]: Masked Language Model (MLM) LA 7E S 2 1] 15 fr) 15 10
P IEAR IR, AT ERME XA K H5; Next Sentence Prediction (NSP) Il Z545
RIPRfAA) 1 R85 00 B o SR AE X bR FEE X m] 52 5 RS TG 1 B 7Ll 2%, BERT
7E 11 A HRIE T BMESS BT T 240 B S, oA NLP K R AR

GPT (Generative Pre-trained Transformer) H OpenAl #£1t}, 5 BERT —#£K
F Transformer 22441261, {HHAZTHFEEAR: GPT &4 H [1E 5 B AUE T
ZxBh5, Bl@ AR —AN ek S E F AR XS GPT Ril4E
KARIET AR, EXE. CARSE . WEHEOESE(ES ERIH 8 KEE . GPT
A% (40 GPT-3. GPT-4) WIREEAWH K, S8OATALH, /R T 9K HTHIL
RE IR ZEREA DA 2 S M R 271281,

3.1.6 KEFHE

BERT #1 GPT (I, AR EFTIZRESHAE “HR” 5 “HER” WA TT
0] 73 A BLAS T RBEREE . SRT, FEE SRR A WY R, BdEiER R,
PASBE ) B R 23 ik, TN ZRiE 5 BN 1) RE ) B B KRR . X — i HdtE
BRI Z W E ) KL 538 AL, T BRI T 251 5 A (Large Language
Models, LLMs), BIRTEFHM . LLM AMUAE H R 5 BRI L BT 55 B
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T DT IPERE, RN H — € WSR2 R se ) Am L H 4B . ik, TR
WHHAERE ST o AENMSIHSE =7 VPN, SuperCLUE 5 FH R G VPN 2R, P8
X ] AR RIS 5 R AT SR ER R o ML EL T B WA AR TR 42 A
KIEF MK 12 A RARAT VRN, et 3 2450055 OpenAl-ol K4
Hi, EHNTRET DeepSeek V3 F1 SenseChat 5.5 14:FE#H2IE OpenAl-40, #EiL
Anthropic Claude 3.5 Sonnet A% #{ Gemini-2.0-Flash-Exp . DeepSeek V3 A
Qwen2.5-32B-Instruct FHERLRE J1405G, RIRORFFIDLBHEREEE . BEAh, Step-
2-16k TER] AT Agent, Qwen-max-latest E45 2 &g, Doubao-pro-32k fEACHIGAE
J&, 360zhinao2-ol 7EZ4HHEHE, SenseChat 5.5 TEH AT HENIRKIH . F—
A, HTZRIE Y R 2 2SI, B 7R [R N A HSOA BHR TS &
EE SRS Z B RER (LMMs), ff N THEEZED EKEESHER S5
I 71, HEBLE b5 2 Remt FC I 2. RO 5 R I 5 K BE 1 AU T F1
BOFIZEH, EIFT— RIHHER N 5K -

#—, B F3%>] (In-Context Learning, ICL) j& LLM HJE ZRkE 22—,
ANTR] T A% G A Y e B ok 2 8 B R &E BT AR S5, LLM AT DU SR S A $2 7
(prompt) HHRALH D EIRE], BLREAEHEFEPY B PUE 72 BAE 55 o X PhRE I {E 1S
RAE “HIFRIH” %R, BESEEREA (Zero-shot) H/MEA (Few-shot)
SRAT T MR I R, ORME BRI 1 o0 v s AR

B, PNl 54046 (Prompt Engineering) 23R LLM #8 1% OF
Bo it SRR, w] Ul S A R EIR SRR RS, TSR
T R HER A AT i M o 7R TR & B R E S #HA K, i BHE S
IrfifE. &AL (nRHE . JISOND . M BE S 2T % fENHZET, #2
N LRERE R BN —TTRGTER, #ZHTEERR. BRERE . SURER
EER

=, BYEEE (Chain-of-Thought, CoT) M/ E /R TAEAIFEA_F & J& 4t
PRI SR TV AR s b B USSR B AZ P it rp RIMERE AR, AR E R
R, W LU B R THEIAE B IR AT 55 b B A B In) UK fg R B0 9l , £
B E . AR, R T, CoT REMEIbATY “UBEUIES”, AMUER
= CHER T, ALY sR 7 nl g RetE . AEDRIRAR b, BRAUE AR E T H —EE (Self-
Consistency) BU, BPIRIEZE (Tree-of-Thought, ToT) B2, HEPEJE {—i% 2k B 4k bk
(Chain of Continuous Thought, Coconut) WEEY @51k, #t— D Hham |
2 R AR HE TR 5 % n) R i b AR . AH P A e B 4B R AT B — ER A HERE,
LR YE ][Rl OR B 2 Mg I B A, (R YRR i) AL e R IR R M T %
TE 75 EEARE (R AN ) IR HEBRAT S5, Coconut & I AR T-4% 2 JE 4R B 1) 4
At FIRBF AN HER B AL 7 R R T ), WA E e LR S

49



EE KR BYERTRIFAKITE S, Yok 7158 5 B R b 1 28 My th
A, FtdE7~ T B YERT g i 5l G 7 2N R A 3

E0, EINGL . 2024 4, KEFEREIIZGERCA NG+~
e, WA N “PIIZG+HE I KIER. TUlgRak ek i | e,
JE VIR B R B i -5 oAb 2 ST S BA T  , Je I ZRmT DURRAE I ZR H
WEEZR. B, GETRIESERM LI R) R 75 E AR
s ST FE I ZRIAE, 1 DeepSeek R1 MR A T I 4E FF I ZRmAEB3, XM H
BN MBS sl ST A P 2Riaal, FREeiEsh 7 oRE 5 AR
MEREGE 5 BIR1R . 5 2IHEBERE 7 B34

F, RAHMEHRES). BB A BU)T 9 R EET B PRl N,
AR EH M D, DL OpenAl ol/03 Fl DeepSeek R1 AT i Bk HEFEAR Y,
AL T NI B A, AERE . WIS RLEE B RS A i R AT 5%
W, RIS T R R ) X B AR AR i A ST, IR R
b g R B R A HE R AR, R ()@ —rp R R — el %) i U= Bl
Ko XU BRI T R 217 A 3 IR B9AT Y, RIS
JBRE ST o TR LR TR T AR P ) Rk T7 AUt 5 AL R 2R U R AR
FrASIR], ST B ) CE AR . i, A8 [ B S, R A A “ Bl
&, AT 7Bl AR, fHeeeee 7 &, MR T A BT T NSRBI
[P0 e B RIR . IX P Eh A FHEEIE AR T A B E IR,
9 S e L HE B AR A QIS P AN R VEVE . B 73 R G ER DT T HEREBL AL ) R R
FERAGETTIE, MR R, ZEnfE. ARET . RS OH
EAT TR NG TCE I, S0 T 1] B B e ) R, R S RS AT
CABRTHPERE s 177X T R M (22 AR AR P ) R, 52 S5 I L 2 2 7™ AR A T 2 e 35
I, $RTHEY HER R ) ) SRR ATIAE T U ZRB B .

E7S, A I EOR . B ChatGPT £ K S Zrrh 28 R AT AKX
i aEik e 2] (Reinforcement Learning from Human Feedbacks, RLHF) J&, ik
5 1B N HE S K TE R e )1 K R A% DR ) ) T 2 L R R fA—30
B HAua, Kl F B SR 5 >] R DI RE R Ge R 7 M5 BAL B AR . 2l
THE . RRE N RCE L DUR M, 0l AT T 38T . SRR IS5 R AL s AL A
b, aob A 22 A Y 38 e DA 55 1 v (8]0 SR AR AR B2 22 Jal S it A HE AR Y 1 )1
Zrrp R B LS . B R EARBIBA KK ReST-MCTS #2 i —Fhsitt 5 Il 2k
G, LR 5 S S R RIS RS S, A ST PR G
AT IERAE RN, DLHERT I AR 22 5l , AT S THHE R AR 5 280 TR Jah i) Jod
371

b, B REFEEOR  RTE B R DL GRS 7 I R IR 3
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Jo1 B S 22 AR PR Y e 7 B 3G FLAG 2 S o I R A v 38 R A B A ) o B
A, HEEERE S0 R B E A G . FX) BIb 8, K EWTFAE IR B
BB A A R . B B I AR BORAR 2 iR TR 200 SR AR R A
B81, BB E AR5 ITE . AERGRAE e BN SORY . 20 R A AR R R
ARG W BRI AL B A N R HOIR AN — ZR B T L TR 5%, o
R MR e RIE AP A e . B RS s 1 H B T4 & R i &
ALFE = A A I R AN AR 2 G s P A2 . 7E DeepSeek R1 LA Z8 1RSI0 H1,
T T A P A N S A B R SR EAT IR B RO, RIE B ALY
HEBERE 015 DUG g VB . SRIG 25 SRR, IOML a8 77 iy R P se S 7t
Hafnt 7 NTHIRR T XA T N T8, PMERERZ NKIEFE
AR BRI A s BRI UM DG RE T - B KIS S AT BE D IR T, il
A AR B E S AR OO T RE . IX A B TR SO E SRR I 2R, 1
oK AE B { A AR IE R FE A o

RETFERE A ME Mgt UM EIFE, KigY BAEEEENA
OTVE, RETFAA (Mixture of Experts, MoE) 17 A KIE 5 17 B8R 1Y
HIEHRERE IR AT FAEALK Transformer 2244 HH AR HIT5 X 2% )2 B #4 MoE )2,
B MoE EEE 2T M E L 5K, I8 F % i ek B s 8 H0s S AR
IR 73T K o ZOUNEIE T RGN H =AM GEE AR & & FAE R AT
T RGNV, AT R, P e g B TSI . B s
A ph 22 N 2% 22 3R F T8 ORI B S Dy ge Xl 43 o T Sl B P R B, b o TN 5
Transformer W 3 H A F/E R U B L 25 4, HP “Sm I A Bt ( Emergent
Modularity)”. ZICER BT WHAPREIGE 5 B A M IS T e, IE PR HEE &
R TG 75 15 A 40 255 B AT 384 e A ORTR & T B AL EAT LA o TX S8 AR AR
IR TR & B K BBRRY TR S TR (EMoE)” B, 2024 48 KA i)
KB F BRI S RF KR 128K BAE ) B FSC#0, BRSO EY iR B 71 i
KIEF B P F NI FERE /), [RS8 G v 50 75 SR 1 i bL 3] 3 e tinezi

3.2 ESEEMARRAR

3.2  HlLEEHE

PLAS B2 SEILAN [FIE 5 2 (B 3 3h %3 5 A i, AR RS 15 801E 5 1A 57
W E AN o B BRI R I PR AN S SCA S i 75 SR B3 0, HLAsRIRAE(S B
fE3& . EFRR % BERWE. SM0ESE sh kA H m BEZREH . £5H
TN e gt 1 /7 (U SMT, Statistical Machine Translation) EIREE—EFE
& BSEIR T E R, (HS2 TR P I B M S G AR R M, RS
RGN, ML IEER 00 8. BEEIRE IRIRE, Mailss
1% (Neural Machine Translation, NMT) &1 B 7 587575, 2T RNN. CNN
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IR A B e e, (E T X DU PR R B AR, MR RES2 PR o Transformer [
S HONHLES B PEAT R 1 i 1t A8, e BV E R LA RO K PR B R S R,
R R 4 RAEHE B PR AT IR 1 RIR IR T . a0 S IR R IR RGL R 2 T
Transformer ZE44), P58 5 A4 pRe Jyit— B9k . 218 5 I SR AL 8 7 g 2 X0
EEZ AT R B 2], nUAEANFENE 5 2 B IL =0 A, AR EIiE S
W REAE B = B IRE 5 R R 3RS A O R SR

Ak, @E1EEIHEA (ASR) SiBEE G (TTS) KISER &SIt RS H
BT, EEE T PR BOCEE . U R SR N N A B L, PRE T
PLESE R L A . 2R, LEsERREiimPhdk. H—R1E L5 —iH 2 X
o], AHEAAE T B SRR R R, KR SIER E R, ALiE
SR T BN T, I N IR EE SRR =R IEE 5 ReE,
FH T 18 LA B, 30 B8 o 1 M DLLRALE o 9 SEGHIX 8 i) /5, Y |7 T Fe e 35 3 A 4
SERRENEAE K (RAG) FIHANTARERIA BN &, RRDFEARRFHA
PETE 5D R LSRR G 5, KR 2 BT Y DS 58 B SR 15 SO AL i
322 FRHE

B HE 1) 2 (Question Answering, QA) /& HAE 5 A H i BACER MM N H 2 —,
HizoHbr by gs e B @R P R ERE S A, JFUER. B8, EH107
AAEH BN . NEEREEIEKE, QA FIRBERE D =10k (1) ETEER
I QA, WA BER VLAC SHFFPHoAR, MO FE 4 B 50 1) v Bl 1Bl 25
Fo RETHRAH R ZEARE; (2) T REEM (Machine Reading
Comprehension, MRC) ] QA, BIRIGEWE H4ZE “RITL” 45 E CA, U EAE s
%, REMEAREEM SQUAD HEZ) IR JE 2 28 AE T BGUATAE /il QA B PR
MR, (3) ET R MIIZIE S BAM QA, HBIRATE URIERET], QA &
GEAN BE N A PRI TR R R, I REREAT 5 SCRYHERE A B R GRS, O 4T

B T SCARRZ, MuEal 2 (Visual Question Answering, VQA) ¥ & T QA 1)
WF, R A BN S IF RS S KRR # . VQA fd it EN
w5 HRE S MHEEAR, B NHTEBRR. MEE AN, BE5%05.
AN LAY 5. MEZ RS RER (LMMs) 2%, XK QA 5 VQA
() TR BRIZE R, G — 1R 2 RG RS RN AL SO . R E R 1EFRA, Frd
FH QA HARIEL RFEHAREEE. VQA KIKEFERIAE=ANZH: —R~AERRK
g b, ARFEE PRI B B ERAE S 2], R R e 0% B 2 b AR e
BE TREEE M L, @ I gaE S A SEIL R AT 518 SCERR, DLE
MR YE SRR R AR R B, R RSB S SHERE B, SRAEE
RN SEEATERIPUH], K L 518 5 REX 55, FHAE B8R0 1R e 1 s s Y
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MHERLRE ). Ak, TG —RORTa UM 24557 o) BB 4T T VQA iz ik
PERE, $82 ORI KRS 2 B HE N — B HES) 1A BRI & kg . AT,
b5 St — 22 B R B I, PSR AR . T e M R 2 4 M S5 S A
SR FTVRAE TR R

323 MERS

Xk R4 (Chatbot) 72 HAREF M EZENH 2 —, HiZO0HIRZET H
RIEF X LRI S, SR BERZAAEL, Chatbot B 5% 2 42X
M S, AMCERZBH P RRE, EHEHEER . REEER, &
& B &G K B S RE T SEHIAR KR RIKES b, 3G RGRBME 7 =A0rBe: D
BT RN R 77 v BN 1 2R 48 2 WORT T R 5, 4 ELIZ #1 ALICE,
30 S AR DL PR TR TN 2k A B[] 5 (0135 o IR R G 1 AHLATIE AT, H
=8 E BMERE ), IRERITTRAUR: 2) Gt 2107k AR KB 1) %
A2, B 51 ABERAE S B (U N-gram) 628 X775 DL S4B L3% (CRF)
Fa /R AT KGR (HMMD %5, AT RS @A BRI . X — i B s i
R R T HE RGN, (HE A RTIEIR; 3) MaEMg 5REY ]
7712+ Seq2Seq F5E Y (1) H BT K 0 1t A B ABE Dy i 1 i R S A A F 5%, LSTML
GRU Z5&5 /3T 11 SGETTME . Transformer 2204 1 5| Nk — 205840 T XHEIE S
W R BIRE )1, f RARWAAZ R T HPIREF BT 8. indK, KBS
B (LLMD A& RG0SR CER, i KB I 548 &R0, BIAIA
IREHEAT BT SCRUB I I RO 1, I R I RS ] BRI B AR
REJJ, BN ChatGPT RANBAHACK | Hal e /K-F.

XPE RGO RR E 2SS s BRI SR 7 S AR S5 AN T RSt
H, TR P TR RO E S, RAKIETHEME (NLU B0 XiE
IRASIBEF (Dialogue State Tracking, DST) @i sh&4Ed H P & KA LT UER,
i RGEE 2 eGP R R — 2 XEEE (Dialogue Management, DM):
RIE RGAE R TR I T NSRS, 388 R oA 7 ) BRI AL 7 H ARG
FAM (NLG): #RENTIE LK REN AR, MBI ARES, 2hEH
FREG I SSBEIATT ;. SniRIE SR (Knowledge-Augmented Dialogue): 45 446 248 5
AR (RAG) BUETHRERE, (X 1E RSt R ie b seEmf . nTIEm& = ME
515 e i H P ER S5, 1ERGAEANE 5T SEIRAS T 5 A
N AR .

AR ARG FELERE AT : (D RREEER (RAG) X1, 18
AN ENA S PG R LT EE M (2) 2RISR S, 4G E. BB,
BN, RALHEHEAREMNHDSR; (3) Agent fXE &S, £ LLM J
fit B FidiZ MRS TRIAAHBES), ff Chatbot N ZHEBINEE, LR &
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PATIES 5 H EHEB AR ReAA .
324 3K

SCAG N F R AR SR TE 5 AR B R I SRR R, T2 N TN
% B EAERE, EIGRE. A SEEE s, ZE R HIRAR: SR>
I H & — MR ) A, A0 SOR BN TIE ORISR s 1 3 R AR D B
i B2, BAEEKITER R &SI E M. —HE M, TSk
P B SCA I i A 2 S B

FESCASY RTT I, FHHTT V52 36 TR S84 8 (Bag-of-Words, Bow) Al TF-IDF
FHIE, ZiathE DU (NB) SCREFENL (SVMD. B[R IHEAE Gihl a5 >
k. BARXIRITVESLIL 1 0B S MBI g8 A R/ R SRR AIAT 55, (HHE LA 92
ERSCANE B R BEEIRE 22, BIRMAMZ (CNN). JEIHHE N 2%
(RNND. VER PRI SIS 2K, RIgsT TRHERREE ). 14, TR
IR T WG SR (PLMs) {17328, 4141 BERT.RoBERTa.ELECTRA,
BT b SRR R ] ) E A PR SCRFAE, B AR D AR s B BT SE Rk
BriE 2R PR T AR S o IXME AAHER R, I HAG SR I P
TR,
325 FEEE

F B B A B 3 KIS S I E R E B . & M7 ISR
W E 3 HC (Latent Dirichlet Allocation, LDA), ‘B i@ 5 % SCAY A T 35 ) A,
FEAS F R W] AT A8, ATTAE TG e B GG N HERTE L) 3 A . BEE e Y
R RE, BFRESE T ME EEA (Neural Topic Models, NTM), #i1%tFH
s (VAE) BIERREBITTE, BATREAE OREF 32 80T AR 1t 1) [F] I 3 1 3Rk
AEJT. TR HARE S B 1) — P B 7 2 U7, FLE AR DRI L
IS BB K E R F A, FFE X e BUORH 2 BRI IR R4,
. BEERESINRE, aEiRl 7a E8EE (Neural Topic Models,
NTM), PAwdRAES HiEHRR . NTM 8% & B4 4 H 9w td 2% ( Variational
Autoencoder, VAE)  BUAE AT PLINZE (GAN), ¥ 3= R AL N4 N 28404k
)@ o X R TTIEAMN BEREAE R b o = Rt 2k, b fgid s 51 N An 2
) E A B 1) 2 (R IE OOR &R, MM SR T A 2 3] 5 8] SAa] AL BERE /7 o )
un, AR FEAA (NVIM) BERSAEPRIE 32 /A MR vE i[RI, AR s Ak
15 TR LS5

SR, TR ARATIAF A — Lo Pkl B, 0B HE LAFR ], A2 SERm N H
F R Re i ek ok, FERUE AT RREA IR, JCHAEME Tk,
T DR AR B LR B AT R A A, 218 5 5w S i) 32 B AR A
T i 28040 A sk 5 2 AT 22 S )
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3.2.6  [RIEEEMR

%) 152 #f# (Machine Reading Comprehension, MRC) &= L35 5 H iR 5
R I E AT S, HE bR LB AR f N SCART i) Bl AR i 5, %O HE
SE T U0 LA 38 B NSRBI “— i —2& B8 7, XA B SCAAE BT
Be, SKEUZHEAMERYS R @i, MRC FES R BEafmmmR. £ik
AZ PR =, 5 5 xT B B 4 NS SR B AR R IR 2 8 LA R 5 R 22 B S
AT 2R ORI THE R . R 7V 2 HOBURFAE AR, @ik TF-IDF. A&
FRABLEE 25 BL T B 1 AL S BRI UL IE B o B TR S 22 ST IR, R Ak L %
N H T MRC, #1140 BiDAF. QANet %518 i 52 B 203 = 77 AL SE 30 v) /5 S0 A
5, BERRTE T B o & RS Transformer 22411 5] NiE— S HER) T
MRC )R8, BERT F XA HiE & /@B E % BRSO, £ SQuAD ##E 4
BB\ R, J5 42 RoBERTa.ALBERT.ELECTRA Z5 B RUA K01k 14 R ;
HlAR, T5. BART. GPT 2842 B TR 2R ALK MRC 977 Ji& 3112 58 A2 B A,
HFEE AW EATSS . 4 HT MRC BB AR AL G = L) DASE I ) #5155
AHIREHERS 55, 2 BEE VLB S M, 102 MK UESE (CoT) 2
THEs SR HEFERE /), KA EBKTE Longformer. BigBird &5 BivE = /745 70 Ak
HRHUBSCRY, BRI AR (RAG) S84 AN AR B B T8 RAER T 5 T ff e
M, Mides TR B 2 8 & B 3R it 51 5 RIE SRR D HEE
HAERESR, MR EER 75 A5 1R
327 ZESEHMBSER

ZHASHEM 54 (Multimodal Understanding and Generation, MUG) & A\ L.
BRI E B A TR, H PSR R RN AL B IR R AR H SR BIUE . B
B PSS 2 BB S B, AT 58 RO 1SS IR BR AR AN AR AT 55« HAZ OBk AE
T AT SIS (B B 55 SR A, AU RS NIRRT ), R A TR
SUEBLSHERL . 2RSS LA T BEAREEESIMA (M 2. EISCUTR.
PATER AR ). SRS CEGRERE . CAREREE . BE1E RS L
RZHERZH (B RS 2 AR . R 52 OB E B0k 2
RA, AT CNN BEERMGERE . RNN SEEUCC AL 5 HEAT (] ot 2. BE
REF WK, BN 5 NS @R, A E) VILBERT. LXMERT
ST S RAS Transformer HIERI UL Bk R, W T 7 B 5 A2 BUsR s CLIP
[R50 B 57 > SR 1 B SCiE S B = 2t —, FF4 DALL +E. Stable Diffusion
SR RGBSR A TR SRS, i B A R 1 SRR
LGS G B0 S RS A, HETE SIS R HARR HEdE . YET 2
BT I R AR AR S B TR S SR o) . ZREESER I K7
FRR B EAR DAL BR R FUBAANE I . R IR A (RAG) BAZE & HME A1 R4 T
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RN, DAL B AEREHETE 5108 TREAE 2R S 9 B o X et f f
B2 REHER S ENAE AN T (AGD WA T RIEE R
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FNE ESHERNA

X—ZmUHEANTHEYSES M TR SR L EK 7 e~
RERBEF AN, AIES N R AR TS S HLAS R AR
GG B BT R R T A 2 RS TE 5 ORBRIE 5 & RE.
4.1 EF RSV

PESCHEBSUR 2 E & BRI AR 5T 5 ), H TS BREE SR B2 R
H5RRMAG BEVES ORIV KT RRREE AT IEAER, BRSTEIR T
ZPEE T E RSOGO s FERE T 5T, 8 2 W @R SO R
W, RAESCIR I8 5 5 N ORI EVFESS b, JET IR 2 30 (1 Al U A
RUFO L2 I J7 408 T 2 N, LSS s v o5 B SR S SEm iz (LRE T dikE
F5£ 55 0] AR A 90 U DG P AR (P AT E B E ,  AnRE R AN B 43 B AT 22 4E VR 43 T
DI NS N A I S = S B UK I O & 5 o 1 PR A€ | B9 R i)
SOy 3T R VT T VR R B S R B E SO B RE T M, 2D
T T VP IHER I . IR R R RN R ML SCHRESER 1 T8
(IR 5%
4.1.1  fESCHEK

(D MEXREER SR AME

VESC R 3 B 3K 5 50 R HUR 8 M SCAS FR R AL J S B 1 B A i 4 (=
WAL Wi 5 DUENIZmpnBERn: iR, i, 515, L
ST SCEE AR SR IE DT . X — R BT B BRI SR
B, B BhVPAG SCE L E SRR A A I, NI E R RE

R RS R R AU — MR SEAR R RGBT S AAE R Z R . O H
Prde NSO SCEER SR, RS HERI H S 2R EER (Cami s, s, 45i055), If
AR SR 2 (A R 2R (et . B, IR, i FREERAE A
FAEAERERIER. BT R, IR AR T ) R AN
RENE R AR A1) 1 K R A K SOAR SR, 16 75 ZAS B K &1 R SOfs BRI kiR
A ReSE RIS o W R 5 R R HEU T 28 Tl A RIE 5 BT % #H
HERKEZERE S, BT AL 75 ZE AL O S 5SS B R,
) 24T 5% Hh TR BEHE 1) 5 2 SR AE SO B R OREK, 1 SC H BT S TR 2
FIWTE A e B RN BAIE 1 A R I 45

HAT, T8 B2 5 50 REUT 5 10 i 77 R BRI T 2R 7k
TR 7 VR RN TR 2 S 7V o BEBE RS 2 R R R e, TR
&2 S TEE AT S BRI T s it ge. Hodr, AR TIRE %
ST HET RPN (U0 Transformer), ‘& BES I 1 STA I 5 5144k
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MR HFR: ET KM TTE, WA MEBEERZERE IR BT IRy
(Pretrained Language Model, PLM) 1777, (B Il 254 o K ()1 SCEEf# R
FTIIRTHIIRCR s DL & @S 24555 2 7%, il 24855 AU 238 m i
T EARYERE . BEAb, B KI5 S B (Large Language Models, LLMs) 2%,
TR (i GPT-4) B4 TR A8 ot R I AR e 1, A B BONZ
S AR RIE FU SR T

T LR RO B AR R MU R B TR R 23R, B el e
AR TR, MR E R K RN I B R ZRIEOTEN 5
RIET RIS T FIIRRER T SR T 77 TR R TR 7
VLT IREE 2  0T71, o B TR S MR R o e 3, filan ks T
JEUAE R T TTER, Gt 03 REA R E R B SCAE B 22T CNN M LSTM
[RIT7EERY, AT BRI B & AR AR AN AR AIE o

IR R ZR R RN ITH, SRR HA 73 AR 55051, B W iy
MNERZ AR TWMIHE R SRR, H, TR fB R CIRe a8 R T Xt
KERAN B REERSCAR B He T Bk vl OB AT B AR By v SO R R AT
KFR AW F T 22 HLyF = AL A5 AL ) 38 e B 2% 2 (R 28 HAS B R HE 0ok &
WA ERAYE . SR, DMERIVFZ IR T BRTE R E R 50 R R R RIS X
LH, 1EE R E RN RIR AL RS, B AL EAE B,
SR FH 2 R0 SE A B T e AT 2 18] 50 SR AR o X Fh 2 TF AL B 77 20 EBARAE — e 8
Bl 7O RAMEBUTE S, (HEIZBE 7 2R IERAR RN AP NERL ., &
Oy F B R (RIEZR A A R 2 5 Ja 2210 58 R R A .

N e ROX ek i, S R BRI T IE T 1) B S R B SRR G AR . RIS
SE USROG T T TR R E A SNl 2%, X AMG I R i B R, iE
ATRETI NBAMRZE o BEAE VRIS SIAE &R IZ N, — RVNEE T N 2%
MIBCETRBUOTIEM IR o fltn, —FrREIREE 4 H) BILSTM #2418 S Ht=1)
J730 SEBL T SEARAIR R m A SR, BEfE, EZBIA AR B, AT
B ER T BILSTM, LAEIFHY: S ERZ AR X KRR, ZE, &5
T seq2seq ZEH, BeWS HARMAR SR R AN = Jn A, PRI T AR
AR -

(2) fE3CPPoY

HZNE SR BOR A B SR 7 20, Il K& SRR ST
RN, ISR H BRI PE o I AR, FF0 2% =) B VP4r 22 58 06 i 1
VESCHATVRSr o RIEEAR GG N T ML EA BEMRE . Bk, it
TP, ReAE MR IS (B N S8 R EAE STV TAR: Foik, MiAs #a B2
KE, WHEIBATRRAZICT N5, HEERAR#ED, AsifEOtnE
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YIRLEE VRS 7 I Re Skt — i &E, RTEORIRAE 1S InAr A A1 22
MV R R, ARG T FEVE IS, BAOR 1 17 &5 R AR 20
Mo

YESCE BRI LT 1966 4EU2, 1 E.Page #&t1 PEG (Project Essay
Grade) 7T umte XAMEHIHIME S HANVE D R G0 E ZMR T T 3h 52 IURAE S0
JEHRHE, Han S & A L Bin] DA K ) A B R 52 285 P8 S0 SR o e AT PPAl
b6 VESCH S A SR FT I A RE , A LS R SCHEAT VP20 PR EAS TR FE T
R BRHEDY . JCH IR B AE IR BE 27 S BOR, TR FT AT A B R 2 25 2 D7 VR B
VESC Y SCRFAIE O B EL B 70 N 2505, Bl B AR TE 5 A0 BRAE 55 v )
Word2Vecl'®15  Glo Vel R BUE SCSCAS Y ia] [a] A B SUAR IR . N 1 i EBURZ X
ESCRIR, BRI AL JEI & N FE R ML TS &, R IR
SRR A1) F JURHAE N B RRAE, K5 5 5 15 2 10 58 ZURFAE T 3R EL
BE

EHRIEFFFCH, HTRET Transformer! ST SRR T R B H 58 K B SCA
AEFRAN SR M RE U0, AR Z BB S AR SR A E A oA I 2R 7Y, 40 BERT
( Bidirectional Encoder Representation from Transformers) [, XLNet?!145 K & fic
NS, FERAAENE BRSSP TR Z R E AR, Yang 55022
KRS B BNVE Sy RN Y B AHE AT S5, K P b A [5] 453 2% bR Hlosk AT 2405 oKk
W BERT, S B R KB (BRI, A3 AES BAE RIEAE S5 8 E T AE
%), ARG R4k R ECR I AP B8 . BERT £ AES 4155 | BARFRIL
TAERIPERE, (ER BT HRARBSCARKE RS (ARelN 512 M5, 33
FER SO IR STV PARIRAFAE N G . NG IX — Al l, Wang 2 72T
BERT M) 2 MBSO 775, FIA BERT SREUCCAR R, it 2 FOCAR LT
FHES IS A G, AR RT DUREC R H P A SRR R K SCA N, F8 1 E
MR, JRE—BiE 7R,

b5 R SCE s i TR R R I, [E—$go N PR SCH shvksr IR — 4
FFEaREMAYRRWE . RVEREEHIE M RET, KEHRA SRR
EHAECEARAEAEA SR IR H, BT ARSI E KA 2= 5, RN 5
O IVESCE B PR B A S R S AT I, PR PERE 2 A EL T B
PRI, A AERIE AR a6 9 B 1o T S H 3R BF 7T

WAk, BEFREATR M T 2 MO0 B iV SCr Uik Horh, B TR AT
FR{FERIVESr F55 (TDNND R B ZR560E . B e e m B bniE B, 1@
ok F TRFAESE ORI 7 SCRE [ S AU R ST W 07 s B S AE 2 TR 15
BHIIIZRB B, R DS VIR A SRS A IR R IE R, IR SRR AR 225 X0 )
KAHICIZMZS (Bi-LSTMD AbBE, e i AR 2k MR AR e 2 04T 70 Bpp At . S
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R, BITRAE R E B B SRS IS T R SR, ZJERT H
Prdos A SO TR i &, XA — e R PR 7 N

FERIX — R, SRR TR T SN TE R B 5 S s A S B 3 o U7 A
(PAES). ZJ7iABIH EHLS RN & 09 PE (POS) HRN, JF5 T LRFEAH
ghdy, WERTE T CEFRIRWZARE ). IR b, SRR TR
VESCRF AR B NS SRR PP A 55, BEORBEARLAE F AR B AR R S8 A Sl #4711 45,
[5] ISS S5 A ' SR HE AR 3 B R R 73 K. 508t BT FURE JE AE PAES HESE
FGINIS AR I BOR, T R HEAN R 37 AR SCEAE I RFEBRS , AEA T e o
>) B HGE PR/ SCR AL, ATt — 25 ST LR IE I 27 2T e ) o 1K TTVA
SEEHESD 7 NSO BRI R, Dol R R fml R 14 1387 B0 JEL i

TR TS SR SCH SR BB 78 B S BUAS HED , (BAE PR B0 A B4 10
WA R BT D7 T, AR R R T ). EEAIAER /N T B 2%k,
FERS R RR 51, R AR SOV 2 A6 R 2 B3 i 7 A7 4 ST R] 1 254 R GEHOCA
RFAE, EIEEAR KRESE b2 18 SCRFIEAE PR o A B B . XM IR R RETE 042
AN FENRIZE L Whh, XA E R, RS HEH
[ ) — SOPERFAE, AR [ N5 R Vil o LIk, WAL I RSO T A
o, BV W FURTE 725 REAR R IR ZHO R AIE 2 ST RO RE, R BB R 22 )
ARSI RE S 32 BR o RIS AR SCRFAEAEAS RIS T 1) 70 A RAAT R A
X PR AT AEAL BT SRS I () ATERE TS, R TR A A ATE B

PSRRI E BIPP S5 B SR RBAAAE K MRS VE SR =
{Py, Py, ..., BMENUIZREE, P AN P, H A X6 N NG IR S A S8
38 o SRR SCE BIPF 55 10 H AR A X 2 NS Sl gk — A F
oA, JF HESRAZA A AT AR R AN R R0 1 SR AR SR EAT HERA 1 7)o 1
4-1 J&oR 1 R N MBS SEas N R SCE Zh R0 FE X ) o
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XITAESC ANV RS, SRBUESC R EARHE (CUARRR) 2SI
AN ks BRIk, BEXESCH VRS TR, SAHRRISROCAR AR
MFARBATE G R VAT DR R, X Eieng s TMECAIIVEMES,
FUA 5t FL Sl & ) T AUz AL Fe el . PRI, BFRHESC A BIPF RS, B
TENBUAER G ORI BEA R FAR NG, B SCRRHERRFIR . SORKy
TEFHECEE A, 00 e AR 7 TH B 7 AT A4

DA 72 s 3o 3 shvE o 77 i

ERTTERAE T RIS BRI R LS @ FRRE, i 5503 m R 3 B
ORI BRI )72 AX RE

T LRHIE S8 E RHiE4s & W PAES (Prompt Agnostic Essay Scorer),
T FRBOCAKE . W 2R AR B E SR WA TR F TRHE, 45
T LSTM Ky A RN, M8 SRR AN BUR VT 0 B o A 0 JE 2%
& AESCEA T B (AE SR . S EN) AR R BEA I, @
PR R E G S, REEA 2R, SEIE IR .

WM S RVEEMRE: T EERIAEME (POS) RN . AJVEM &5 f Sk
JE T HRFE, XECRAAE A2 3R F R0, Refee AR SCIRE 5 HE R ). H
, i 1D HBREIRE POS FHIRHIE, 456 SINLE o)1 (8] )2 4R 15
$2, LA RNVE KR, 980D X R4 8 N 2 IO .

QETWHEI 5 MAFHIGTE

X R TTVFAR I R AN [F) B HR 1 0 Av PR 2, ST o =) B B SR s 1R
TR,

PR AT LS 2] (PMAES): 75 “HRon—A1E3C” XT Bt 24 E
%, BT IEAREART (i [E]— 3R R A RIVE SO IEREAS, ARITEREESCH
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FOREAD), I SRR SR AR EE . AR, I RBU S, AR E R
INIVRFIERE R B S 3 ], gk An 22 57 . SEER SR, T IEREA A NS SRR
A ZERE, 7R ASAP HEAE b SiBL T R IV — B

JEFIRFIR L) (PLAES): £ AR R TEUREEHR (s K
G5 AT ZE R, I EO LA R R AL, LR AR 2 ST R RRAE R R B, OGTE
[F]— i 2 ERAEA TR PRI i, K& ESC (BiR)E TN ER) 1
FRIELEIR N 25 (B Fp SR AR, AR ESCIRIEE, DL o S 20 6o 5 2 s ol o 2 20 1 R )
CEVAR

@ET I Iz 5%

KRGS0 2] “H a7 B, I I 2R oS N R,
SCIA BRI A m e 5] F

TLEF IMAAESE : 27 a2 H RS R AT 55, B MES B LR
N GuillgRdds) AL E FRiRR GuillilEidi) . @l 2 el g4k 2 A i
2%, BETRKWEZR (MMD) %85 B AR ER A i Bl oo ) 23 it
1Pk, R ) H ARSROR T A mEE . R, EEKIESHA (LLMs) #H7
PRI, L [F) SCA B AN VA AR R AR IR, TR TG SIS
F @M. 1ZTEE ASAP a4 ERIF QWK 54315 0.701, B TEAE XL TT
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W& N e 2] sl e ZRE IR S 5] “CUnf RS LLE RO R R 7,
WIAETCUINZRMT B ) NSNS IRAE , AN AR 7R s 40 T 12 I8 A, A Y
SEOREMET RS RN AIE o« JCIARY B, B e P A H 2D & H At s B0t U0
S8, IR ROE R .

@FETF THRAE SN K57

XETFEMBN T s s ism A, &M T B a5 .

T THRHED T I IRKE 55N/ T TRHE (na) 7P K.
MAEJLCA] . FERRIARER AT ), 454 ] B 48 ) 2% B [l A S R EAT VP4 . AR O IR
WA MBSO R PTE IS S SO MR W e, HIX S IEE A RS h B
FEME . ZITE BRI SRR, EAOBURHE TIEZ %, 268132 PR TR R
TH AT

OETRESHER (LLMs) HIEREARG

B LLMs BIRJE, & 53 SR 2R Hm ok (018 SCER AR BE 77 3E AT B 48R VT

FRASUR TR BB E S (I “VRA8 1 SCH0 AU
WARHIAE ™), 315 LLMs Hele—hRERR SR RO ST 5. B, S50
VMM A GPT-3.5, LBV MARIE A, FIEE R KITTE
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TeiENgE s, (BPEn — 3R T LLMs X 3R B ff R 2=, 76 ASAP B4
RIS T B S U7
X LT 5 AN [F] 9 FE N6 5 3 s VP40 1 0 A A2 1) R PR T A% 7 VAT B
FPERFAE 288, 6 B2 ST D7 iR s iR AN 55, J025% S VR R AR PUEE R RE ),
1M LLMs ARSI 2R R0 SEPRMN B A, iR IE £ FsE 27 2=
SRR RS G TV, AN EE 7o N S8 2 RE B A ST BT A 21T, R
RIS AT R F TR LLMs FREATT
®7u% S BIECTS
JCEE ) HEME TSR, J02% 2] (Meta-Learning) RN “ 22 3] 2:2523] 7,
EAE DA STNUIEZ A AT 55 1) — Fh E Tk, O i i — oy S A
B8, A BRI N BT B AR BT SS, BUMEAE R A /D BT 2 WA BAREER T
THEOLT, MReSEElZ A, fEu e I & RERE, BT SRS oo S Ry A
2 RGN, 23] T ARSI S, 15 DAE 2 B s B o X SRR E R
MERACEER: SNERAS TN GR— A2 21 B, DUk SEIZ Ak N E LA
e Az ) ER R LA e o) a8, AT HE N A D B R BT 55 . MAML
(Model Agnostic Meta-Learning ) /& 4 TR0 S0 1) 70 5 >0 77 v f B —
BRI AR T AR TE R )7 AR THZARE ), LR R PRIEE B HT U A
%o B HYIE RIS BCERUE (R ) 48) Rz AL, 152 11X
B S E R N — > R IR A, 35 B RAE oor R A /b B i F0 /b & 5
FR BT AT 55 I PR B
T oUW T on AR ESCE 3 777 (Prompt-adaptive Meta-
learning for Cross-prompt AES, PMCAES), 7ERRFIHATTIH, B 1 IRERII/E
A, b BRI ESOCRAN o, il Zrid RS it B AR i i 2ok
R, FHBESHRKWEZSTE (Maximum Mean Discrepancy, MMD) K& &
ANTE)H 0 o3 A 2 B 22 5, DT SE IR 27 2T S e
H T AFRSERE S BT EZR, N TRy g R ER
T AH 3] R H Bl IR o I ERAE S5, RN At — B i s o 2SI TS5
A, SRR RS B B AT B a0, A5 B K TR 5 R 1) A 2 B AR L
KAERRET), §REFRTESCH BV E S I 2R 885
e I I B 53 AT A%, AHSSH FRIE 5 H e B & N J6 A A
fhskng, Kt EmAMBRIGEIE. 55, BB oy SR m
TCINZRHr B, I Hbrdes KRS B 5 2 MR E BT, 5B MMD
Iy BER T, RYE /N S B RS H ARG B in B B AR A 24T
Ik, BEHIBAEE BAR A Mz, 55 B B A nl BN ol B, it
FE TG BRI ZRId FE 51 N B 3 N ) 73 A 342 70 85, 5 5 oo I ZR 8508 A oo il ik
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B 1) 70 A7 22 57 DA SE DR — 25 Uiz AL A% 1 o

(3> B3IESC0 MR 5 AT R IR R

SN TR REN A, R A KR TERE, ARG, BRE
ARG 2 UK, NI T AT A AR R 18 28R SR/, IRIE

W RE L3 e, BB AT R PR AR U N

VESCVE B R ZUE Sk i — WO 55, FLAPPE HERAME RN SE PR % 52 %
o FEGIAE SR 7 ARG T N L, AR, 11 552 95 # A
FMECK . BEEIREE I BARNKRE, B COFr KRG REEm A, HIHER
T AN L V20 5 SRS A0 . 5F 5 il SR A ) R . IE AR AR BN, ik
FE 55 ] R A T 5T E B SCUT o A5 ot B PR DG B BT AE Tl SR IX T 5 JR T 1)
W TR T IR R AR, Plan - 6F b [a] )= 2% ST R0 L4 B 1A SV 7 75
HIAE SIS AR5 1) B B A SCVE S DTk )

QgL 5] iRt

TR 5 > DR S T P R T 4 52 v, (H L B G MR L 5 R T AT TX A A T
BT (R AIE FE DG o 7E n] REVERE S U, S8 N1t 7 2P aHT 7% 2016 4F,
Marco 2 NP2 T LIME J5vk, %5130 2 =) TR0 FE [ 1 o 30 mT A e A 7R
DART A e BB S 1) 7 U R AT AR 23 R 28 B T 45 2K . 2019 4F, Rajani 55 A7
£ 7 LLERE S A BB IR RS, M T 4N IR (CoS-
E)FIB S 4 o ATt — 20 R FH CoS-E VI ZkiE 5 A8 K B 20 A B R, X LEfiffs
AN T3 R R E B AE R PR (CAGEE LI 2R AN B FE . 2022 4, $2
H ) SELOR HESLHE H - RE e ) B2 B IR FEA I v, 38 3 3 45 R0 U R A T 2,
[ e S0 T T TR e R N S A B A P SRS

VE STV 53 B ARRLFE 55 0] AR R PR 2 4 T VP 20 455 B ST AR R0 RT3 BE IR AN %0
YEPE, TEAHE O H A MIE . IR FE R SCUR o 4RSS . B AT
FEARAIR 5, RUAES “BARIT 07 BRI, W A-EAR AR E O &,
LK B — ) “ SR80 § RIS MR . IR AR O B L.
B E W A 2 MO E R DRIV, BANYERDE i — A
HAREREHIR , Wk R AN 43 N “ FE R Ta R 7o A7 “ I BEAE R 7,
ALK I e TR P 4 P )R ISR B R 5, AR TR B B S 5 e
SOCHRVERLES, BUANARE AR AR FG)”, mARES VRN . TR
WP BERY (V7 7y 25 R Re e b N BB, RIVEMTR R A% hizad”, it
375 B QAR I AR BAR T L B AR R BT 7 B, X LA B A P43 B A s R
M EEFR#E, Wil “ROVESORIISIR 1 10 M, #OX4EH 2 707, /Ry
TEVES B SRS B, W “4510 510 SA 80 BB R K1) 32 2R
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DRI 2805 B JE 2 Ak CAR B R 5 T 01 5 AR v 0 BE e, S8 S SRR
e rsi A “ORBIME SO 18 s s I, (BRSO NUH T — 5, R A
57873, VA RIS RS R SIS 7. AR 2 al iR 2 il
AR tH BARBIVE P EE AN ER, A BBt X U AR FE PP 04K s T
A AR PR U L AR V20 BE B S RAE, e R4 B S 5, S A RE I st
JT T, SOt RE B ROt AR B

SORS R SCA RIS IR L 2 SRR R B AT R Bk, 75 2B R = 1 B R SCfE
KA B R BRI RZ AL o R R AEAE SOV AR S5, AR U IR I RE N R
2% B T A AR AT R PP 0 R, 75 2] T R SO A R A E T
S PR SO R . i, AR T8I R T 2 ZOM R 5 SRR A SO
R X (BN RS TNV L DN ERSS = SR Ci L P ey kS IWIY 3 SR (BN E &
JEfERESR I HI T, SRR R NE I

/2 Optimiaze the cross-entropy loss \
|

High Quality

. - ChatGLM
Model Input x [ Input embedding e 1 Reviews @
+

O00O0
Dear local newspaper, | :‘r: O O O O Rules Base Test-to-AMR Train dataset
think effects computers O O O O = = RNN :> (Triples) Model
have on people are great
learning skills... + O O O O

Neural network

Antecedent a

1. Find all instances that satisiy a
2. 30% of them are socre == 4
3. The consequent is 4

Consequent y (prediction)

RERERSKFEME RERAN
1&E BRETRS

Bl 4-2 T SRR Ty 128

@ Tt Hu Bl 32 3 VRSO T ik

X b5 3 5 i i AR AR X0 e AR AU SR 27 21 A IR IR s I B
207 HAZOAE TR IR PR A BEAT X L 25 IEREACIE B K B A — 4L
38 BRI AN [R] 38 58 A BT SRV BLE SR, g SRR AS TR B AS RIS (0 Kt . A
A EEAR R s (AN InfoNCE #5550, #EHRFAE 2 8] A e (EFEAS Z 8]
PR, (R HE SRR A TR AR RS, AT RS R AL R R R s 2 8] o 3K A7
A TN TSE A LSRN 22 ST, RERSAE AU EARE R
LT, H e B ARG RUA FURFAE o X e ST AETH RN SE . EAR
15 AP S AU R L HH 9K AR AL 22 ST RE ST, RS R AE B i A v & 37
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s EARERS . SRS, R b A ST AT LS B R B A bR )
ANE S EAE SO B R e, A @ o BN L A SUHE N IEREAS . 75
Fe REVESTHE R AAREA, SR 2 5] 21 58 5 A ) g SCRMIER 7x, AT H T
VRO AR B AER A S 1t o PR ) 7 SN 9 7 B AR SO B2 IR
IYHERET T, EREA R MRAREEAE A RN, N B B E SR RGRRAE 1OR
IR BRI

[1]J9%% >] (Regression Learning) 72 M E % > ) — PN EE >, HiZO s
A NAL B 5 2 i AR B[R] R BRI O B o 540 AT 55 TR & R AN ]
o] AR B AR TN IE S O BUE, ann s T 3 OPAL S5 SEPR Y FH 5t . ENLAS
SOVREZER, B S A B S M TROME -5 5 SEAE AT ) 22 5 (R R
M7 R Z B AR ZAE AR D, B A 28 DL SR A S A ) 90
H R MBI R A 77 VR A ARG 2V (2] U5 eSS [a] U5 | SCRE ) & [l A S5 AR G s,
DA IR b 22 ) 284 S AR T 15 o IR 8 T vk @ T AN [R) A 805 A 7 A S s v 1
LR R R, AE ORI AT ARSIt 1 [R] I B2 ey PNAS B o [m1 9 2% ) 7E H Bh RSOV
ARG HAREEH . R EOR SUARRHIE RS BES ) 70 2 X 8], X B R
BRI BEFRAR SCAE S, I EREH A SO E AT HAEGaHsr FAHE, [H]
VA7V AT LR VF 20 Fr b SR ARG 22 7, WX 4y 85 43 A1 86 Zr/ESCHI4HIMZE
Ao ML ARERAEE I MENAMRA, B AES RGREH Sl Eaa N TE5
AKFEIVEPERE, RIS OREFECE 85 - H V2 Ak RE

Fo 0 B IRl 22 ST E SOV 20 71, A& — FhEG AR 56 2 57 2] 5 40 7 7
MET B EAR, HAZ O T AT 22 SR SCURRHIE S 7 Bbr 22 1 B
FERLS, S A AN FESCIA B BT B Lo &R, SR FHBIAUS P4 RS B 2R A e
VAR NITE S NS sh U e 2 LR R B e N

EANTVERISEIL, 50 T EE AT A AR B 550 LU RE AR A, USCEE KRS e
ANV HESCER G, #2358, REEEYERE 7 28 LLORIIE R SRR A AT B A%,
R ZEFEA BN LR BOE T AHAE SO, AR N TP FRiE e TR S R,
BRISEHERT L2 ST« Z Y7 BE 3 NFHIE SR IS R 5 ST B B, 153 BERT,
ROBERTa 5Tl ki 5 BB AE SOCAR AT b, WS & i . 12
. OREEEE RN ERR, REE TR B0 SO SRR I i
ARG 15 78 BV S AR LR AE, o Jia B00) B B9 e i B Ao T Bt 2k e ik
THR LI TR AL O FRTT, %40 2K pR B RR [FINA RO S H R, — R 5w %=
S8 [a] A4 2R B R T 1) 43 BB N ARV 406 73 0, — AR dl ik ) e 2k kA
RUCAE SO BIARRH L 5 W ShaE — 20 thin A WA T3P0 & T B I, Bl
FLE A BT 53 e B S S AR A I EE B /N T B, DU SR A AE X 2 R A F
a5 AL, SRR o 58 B 2 =) 800 73 B 00 A AR R G 22 1 T
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WS LR AW S AL, BENZREN, BEER “AERIELN 7 B I
IR, X AR SO B2 RE ST, REIERAE PP, IIZR5e K
Ja, BERLR] EAEAEE St o B, HAVR o> 45 R BRRE S 4 xt it i, X REREILI]
FARSCHIAR TR

O T BRI N ik

BAE R LA 7 R LA R E B4R R B T, Bl i L
R GETR, BIR A B TR GACOY T AL R R 48 454 . XM T AR
PETFANFRO BREAE NS YR AT 7T, H AR BRI I 22 75 I 45 R4 7
3 O S B B, A AL S B . BAEEIRZ O EAE T RERS [RIIN
WS R I S AR R, @ = A R 2 BUE BRSO R,
A O I B AE T REARAS TR M v] 9F . AEHCH AU, SR B2 N T e et
FIURRELAN 272 S SRS 5 IR s AERR LIRS R, el DA BB R Geondfr il s Ok
QA 5 A s AR LA, U REAT 200 B SCRRERIA  Se e et AR A 2
WEE S BRI A, By A B4R T B3t — DR 7 N s, 52 A
P SR AR RE M ThRe . (AR SCVR U, SE4E EIRE R IAE PRI A
HERTRTAUCAEZE, BPE o & R GUCIR VP 0 4ESE, B n] LRS- 43 1) 2 307
3 BORVE I SR MBI AR 77, RIS R SAF B T A, #hwAg
IR B S AF B o A LU G St 10 B i, YRR R IR T
HRE S [ 2 IUE B BRGNS SCIBC, fe it A motE B 4E M R Sp e R85 (1 45

I
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BT BAEEESCVR 2 D1k, 2 MidE i i dr VR SCA A RIE B Z5 ) 5 N B8
R SEILVE T I FOR B4R o EORHAE ST — MR R R R B A0
IR 28 2 e, A T 4R (BUAREE R ED, JECATH IR IEE
AV RAER T R SRR, TR M S ST IR HIT

XRITE R SEDLE AR B H S B 4E A 2 S e dr 0T . B S, I EAAE
AR BRBORIE SOCARBAT IR Z e, R D B ORTTD. ksl (F
WD SCERYE (M RD, PURT RIZEER. EEt, IFFIEEE KR (F
0. B, ARGRICh, BRSEA iR al” 5 it s 17 iR 27
MIMNERFR, BLE “piRrl” 5 BRG] BSCHER AR, A SR RS
ZRH A

B, BB EATR bt B4R B AT RAAL SR . XS FR bR DR A A S5 A PRy
fit, T KBRS REME G il LA S I 2 4EFE 0 A ) R ) & B
G2 B AFAEBR BT &) s AL N A VERFIE, Qigd Ty S35 5 (R,
B A TESERE D « Y /U5 11 U SRR SR BE (08 2 5 A0 )« [FI
FBAE P Y 52 24k R 5 RT3 P58 1t T PP 448 P2 -0 P TU AR 9 R R] R S R N
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HIAS, T R T B U RT BE R R R I R

I, BALEI ) N TV 5 B YR EIRIE 2 (B B O¢ & 58 il 2k I 2k
b, BRAESCRR NN TV A R B R AE ) &, AL [B] ) 27 =)
iR BRI ARRE, PRk IR FESEPRVEr I, AR
RS AFAE A EYER], SRIURHESS, BTt fFa NI “ X EBEMES N
FURE 7 FAWT IR 73 380 X AN 7 VR B SAAE T R 1 A S8 SCAR TR 7350 g 1] UL e ™
IR, SERS HEHBR PR 2R SO E A O— 2\ e S WA RGN, UH
& T S R R S AR S0 Yl SR A .
412 JLEEBEFRIIFN

JUEIE T Re 0P F EAFE ) LE AR I P iR EE T R AT e i ) L2
AU RE IV T

(D JLENFER I ES R

MEBENRE RN NG HARW EE S ke, DT RIER
RE 120, JLE AR AR ) LB AN f5 8 Skh oM J vh e o QB AR £, 0
JLE AR AR 1% AR FHEOBIBAE, g g8 g PRl MY B 2 WL & ) L B 1R
B RIENKF, BAEE T RASIEEH2 W S T 10 k E E OCB AR BB,

EImPRIE B 20, AFHEE IV MG 2 R S E f . DUE I FL 3 BN
PRI T 25 KBTI AN FE R 3 AT o 22 WA e 8 s B B AR 2 ZAME L, e
T SR B 70 B S ) R T E BRI, T AROL 5 g WU SR AR T = 1 5 R AE TR
mCEHEKEE . 2R AR RN R SRR . T O S R
B oA, WFFUE B 1) 7 W2 R B TR0 SE R PR,

SRIMAEAUH GE I VAR 55, B 708038 58 OB ) LB AU AR AN T4
B, XA T VEAFAERERS B DT IS N 52 . b AR RS RE 70 E B4 PEAlL I8 R =
AR, AR EE 5 I O 3 AR ) LB 4 R AU RE J17KF, MELLEERE ) i2 S
B iz H

JLEAUHEREIVFINATE S S 2 EE H3MESOFS (AES) ML ib—fF
G T A R SR NN ZE 18 T I HEE 2 EE AT IR . IR FE R 2R A (=
VAT 22 45 R 73 B AR SR, sl 1] oo AR R 2R 3R AT VR4 21930, SR 1T 5 2 4E 5 AES
FHLG, JLEAERE ) B SV FE LA 7 A B AN (1) BUE AL 3 07T i
HNEW RS RISETE: () PHMEERACERERE, BHREASEM
PES At , DN 5 22T P (T R 4R 16 S 5t o B AH S 7 850/ , Hassanali
K HH 3 A AR TN 5 B S S BT PER),  Jones AU ML 2% 2% 21 J7 v 5 22 W 45 44
PEAEST, AR, IXLLH FUI R A AR R R )

R IR TR R, BATTR AT ) B ARE S AL (NLP) EOREH 72T 3L
FHER)LEMNFEE S H A PAHEL . TATE x3EH 7 NFE (narrative graph)
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VRN AR R A RAE T i, F RIBRIE T IR RAE 5 7 B R P 41461, B
SRPRIR 2% BE ELUL S I SCAR S by, (HZ S MO TR0 1, LU I RIS &
RIRFENE. M2 T, ERMRFERE, 37 RAGRR e S, QNS
PRE S &, W2 RPRIR SR ER ORI ILE 4-3). 5w AR ARG Mt At
SCAAREE, B EPRAE 7 R o B aURAE, A BT BT E A S e B
RS RBERUR TR b R, BRIP4 RS Ehr ) (TR TARERAER
R KV s R A D JEATR LA, AT E ORI SR Pl I R B AT R
/"Child’s Narrative Text )

<Chinese> BEFVIVERET, RAESEM/NNIRNSHEANT. BriksE, BREETFETE.
ANEEERSRE, MNIESTIREES., ARERAESETET. NOHIERTIRET ..
<English> The boy and the puppy woke up. Then the boy and the puppy found that the frog was
gone. The boy looked for the frog. The boy turned over his shoes. The puppy also looked for the

frog. The puppy leaned out of the window sill. Then the puppy fell off the window sill. The puppy

\.also smashed the bottle. .. ‘

(" Narrative Graph  looked for(boy; frog;;)
M turned over(boy; shoes;;)

found(boy, puppy; y S —> Motivat
the frog was gone; ) fell off(puppy;;; window sill)

E
O—0O Sy O
woke up(boy,puppy;;;) \ O /E' smashed(puppy; bottle;;)
Psy ,

—> Enablement )
—» Psy-causation

M leaned out(puppy;;; window sill)
L looked for(puppy; frog;;)

& 4-3 SEERH
) LERUERE 1 E S TEAGHEZE 52 Ao BL it , FRATSCEE T SRy LB AR
REJIFEA, Wit 7 ACEEIVRERE, TR 1 Eia ) LE AU I PP E R . AT
FAE VPG AE SR A0 B AU A B S AT AR o AR ) A R 4
B (CoT) W1, BEARMIN SRESARAL (GRPO) MSIZETJ7 vl B4 &, i/ LLM
VR B Bh 20 X 2% 3G 0 2800 9 b AT b, fE TR G & K (MoE) I A4 R
MEAEL . AL, RATHAEES SAREIRTEL, aUEH K 78 K 8 2 715 B .
AUV I3 AR R 22 H0L A 0 B 2 20 SRS T 5 1) ] ot LD 4 ot D RO 1), o
projector BN FF B RAE 5 UARRAE, E&IETIRATOHT LLM A il 2 48 2 1F
Iy o TELR AR BRI, AP R AR SCA . 22 7 B e 2 4EFE VT3 LA zero-shot [

TN ZE LLM 1, B S0 T R AR 45

Narrative Graph
| E> m Construction E> v .
Iﬁ:

macrostructure=8
Narrative e microstructure=7 (_BOId_Standard
Text E> Psychology=6 Difference Graph
Multi-Trait Narrative Construction
Ability Scoring

- N

e analysis
node analysis

Ke:

Interpretability Analysis

TR
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&l 4-4 SUERE IV RAAERE
(2) JLESFRITFIIER B

9Tk LEE AU RE ST VPN AR R AT 55 AT 2 T AR R 50T, Mg —
ANAE LRI FRE R EE A AN AT BRI AT 55, BB RIS, PRk A
PRI, TR EAMN A — E BRI, 36 & 2 — & PR TR TR R

BRI E, JLEAERE PR TR R @A AT LAy IR LA R BRI
£ ) LEE YR B 1) s B IR sRIB BE N SUAR B 2 e B & AR IF A T
AT PR R EEFRE VG s THAR IF4ES — 3 2 )L B AUH RE I PRI 55 77 SR AR
T H; SIS REH AT IERNRAREE : AR E T EUR AT R S MESIE, %
PRAG B RSE B o

2, PO LEAER I ERERL E 543 RAREME A, Hd 503 £
KAILES 5%, 40 2k B AN R, B4R SCARSECA 3UCH BAsE, FEEM
B8 GO BARRUHBE JIVP o0 R = DL O HEREAS 5y WSS oML 46 44 5 O BUR

O BRI s

FETRAR AR I A R F S Bl AR il KA RS R LB R, k%
PGS R AE ) LS 5 B JVFIN R 4% 2 A8 1 (Frog, where are you?) B9,
1z 25 RRIEA R, Ik 7 — A NB RS — E e T B, iR
aE AN T, NBEATE MR N TR, AR TSR] [, M
By SR8 BERE, RGP 1 VR EEIE R IE S, e RS
JEIHE B —REEEE, A3 H O A F .

PAFH R IEEAE G S 2 [F 5 ) LB PR i ) s & N T %
Mk, EEFEEFSHE 7 ERPRERJLEE S BRI RS (Child Language
Data Exchange System, CHILDES) BURE 8 AL 3RS, % g UG A RS &
4i CHAT (Code for the Human Analysis of Transcript) P2, CHAT #% )3
IR ER TR TR A %, I AFE T U S E AT, Uk E T
SE BB E MESENANNE R WA H . 85 HIHETE, BT ids
TR M BAR N S gD RO AR LA R S ORI E R, £
PRE e RHATE ARG . TEIEEE . IR RS IR R AT ST AR
PRI, AETFIBAR T Z BT IE 75 B FARES 0 e 5 AU SCR BT IR B, TR BE
CHAT # X SCSk NAE, SHEEEE . A IESER AR 7 AT I8 S
ML HE

W JE VRS 2 E R R SR 543 FmoChy, HApsers#sck B Tl
XHE 7 i 15 (Frog, where are you?) [HFd, J&LEMIX A CARHH/:. H
A1 5% ZR PR AR AN P B B BTV 0Pl 5 20 B TAE A T X Lo 3l T & .
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@Bk EE AR I B

TEFFUABARFRE TR B, BT R T B E — V. A RIE (bR
BAR R, DUETARIEZBAR . AT, TR (R BT bR B I B . X —3d
TR0 HE R o A T B3 1 OU S VA b, BT Fr— SO RO . — S A
3 5 /0 BN B0 B by 1 P AT 5 — PRy S, T 3 S A o () S
LR, BMAE— SRR BRI RN, AT D B3R . AN A L
R S SRR EL o 5 — T VR 2 T DO B TR S bR A () B
ERETME, X T B A A B X TENLERA R, 02 NARVE R — 4 SRS 9
TR ERE 51, BRI SR E R R, B R
HOWEIE FHARIT , TS AT BRI B — & ARk

TERRFCRTI, G0 S ATt )L 2848 25 B8 PR AR S 9T, TR VB XA
VLA S AR R SRR A E T ARG

©) ey

TR AR MR S AT S, FREERE AR A P N B (1) AU AR
Vi 14 ZAEIMIRRE N QLR 7 AN, AR ST AR AR F 0 SO AR
HEBARIE SR, 83T — B B 5 /N I Y R o 05, Wby 1] — Bk ik
FIE K. (2) ALY YT LS B ERNFIMRILEIE S RIE SAH
BE Il i, FRATTIRIE I L 4 B L I PR 1B 25 2 S 30E D35 SO R B 5%
RIETRE SCAITE A RS 0 A RE AT IR A) o IR S AN (U RO > T
W2, 0 5ERT T BRI S5

SRR 1 A S T R R A R R AT R T %R T SR
e AE I, RGN L AT e SR M . B SR AE NG — 0 B R A
WE, AR R ] LB RE A (AU AR VP B B UM . AT SR R L

FRTHRAERE, BAVFR T EAET R, % TAKET Python 7Y & Hhx
VEBERH 2 40 (GUD i Tkinter & HI9F & 3% AR8BL. 1F4 Python JFAE %
frfitl, Tkinter PEE B e AE SRa e .

@it

KT AR, B E I ERGEEET 3~4 %, 5~6 4. 7~12
BIXA. R, A TEBIA S SR, RS AEE, TR e T
40 4 B TOAUEE R, K 1K 40 4 BB IA R 10 T b 1 4 60 45 78 T )
. BeAb, B s BRI F S B A SR A S R, TR T
AU SCA AR I T AU TR VPR A 45 8, SHESE BAD F & Rl — B
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50

40

20

10

0 20 40 60 80 100 120 140
R E

&l 4-5 JLEMNFRRIITEMEREF KX KE S MG

Bl 4-5 @ X LB R Re 1 PP IR T SO B gt i B B 7R A
BB, BERER SO K, HERRAEA)THE, mMARUARRS K
FE S Rl N R SRS, SR SR . AN AT DL HA R AR 4K 22 H0 ) S
RERR BEER AL T 25 FJF 70 )1 X 18] P EE I 80 FJ-K B AR TR T 3 AR A e N B
A BTk R B B R B L RAR R AR PE A BT SRS ()
¥, 5N 43.0, FANA]

W ZAF R LEMNFER VMBI EE RS T 543 KOO, HEhrEt 7 19916
AN 32998 MRTCHT 16124 NHEAEK R, Ei 1T ZAEHNEE, Bovam
bz Bl 7 A AR R A (R AE U BORTA S R JE B B AN s s RIS IA BB )« LA FRATT
WIEEAT T ISR . BRuE AN R 7, R FORE LA RIE R B S A
[ 53 BT IR DTBR I TE RS 51 A AE I A 1 3 AN vk, BRIl 4
FABRGETHEFR IR 4-1 PR

* 4-1 IERNEME BGT

WiEHE ATHE FMSE wole FHRRNE

Mgk%E 380 12673 14232 23710 11542
IOUFLE 55 1894 2224 3469 1565
A5 108 3248 3571 5819 3017
sean 543 17815 19916 32998 16124

(3) FIRRER) LB R /PPN Tk Bt
£ B ZIACRUEHRE T PPAG U, A% Co B AE T 4 ][] IR 3 U SCAS 1 5 4 s
515 B, IR ORI 25 R A & TR
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Graph Construction Children’s Narrative Ability Assessment

Narrative Graph Construction / Narrative Graph-assisted Scoring

Node Construction | Multi-View Graph Contrastive Learning

Edge Add
oo

Edge Emor.

e taxt .
- LM
slop-by-stop CoT W

|
|
|
] .
ate. 1 EogoDrosi= N view2 —» ENcoder
1 n Feature Mask
@ 1 Node Drop
Relation Construction !
Instruction Tunin Node Embeddings
Event Pairs Subgraph ! 9 n:?:n IITII I:l:lil:n
Event Nodes @ —>  Encoder I Prompt ] —
— GNN | MoE 1 T olzR D:ﬁgm Graph i P
Wi . B Projector
@ o Text Lo
Encoder I ‘- T
S , :
| A 8 & N 3§ _ ‘—‘ ‘— |—| Events Tokens
iy I 1 4 Inserted into <Graph>
; , \ LLM
Gold-standard Difference Graph Construction .
Redundant N b ucture: score. Mi ucture: score, Psychology: score, Overall: score.
e claton e g i g g N e ey
Missing  Itarnratability Analyeie /e e Bl R —————~ -
Relation ol ]
Missing
Euent = Forcauaton
Narrative Graph Gald Narrative Graph Difference Graph

& 4-6 JLEMFRIIIFMIERRER

A, BATHRE TR LA RE /I PP HEZR . W1 4-6 Fos, iZAESER
PP R B AL BRI : U BRI B B U RE D VA B B AR50 — B BL AR
R LB SR FA N SR IR, SR I Tl Ll R (103 A R RALE - il
JE R IX LA R AR B S R e bR B REAT XS B, Ah e 22 A5 B AR Rk
TURSFHRRIE D o L5 BT B SR F 0 2RI 1 G e e 0 22 7 PRI AT G 5
R G i I BT AL 5 IR SCAR R G TR NS48 ORI LLM, e 28 A il 3
RESIVEor . BT VR A RS EFEE, MR D NS A AT r R

O JLEFE GRS

DR R MRS S SR R ML LIAT . R R
ZEHEIRCL R Bhdk: (1) L HSRBUR HAF TR k. AT EE . iRl
FARILE, AN AR T R E AN R BUME ST HER R (2) H
TR KRS S BUR B gE, Nz LB DESGRIRASE 51 K 177 gk
fioh VR BV O AR A e L AT 0% AR S I R AT A K AL B B 1 5

BeAh, RAERCE B AN e, (HRAPE 45 Rk Z vl Rt .
f iz, A TE S LI S e B AT XS B, A TE 2 A I LA s h
SR AR

DA B A B2 ST PAG SR

BB B B VR 355 I = KBk (1D U RET I R 2 4R VRA,
ZORPAL R % 3m KR BE 77 A RS AR R A M, () i PRaS £+, A
HIE SRV 5 EIE HAE A B A MG 2 (3) DU S Ja (1750
F AT R Z A2 W I R, R Al & ) LE AR S Shr B2 B i ZE 2 G
SRS S PPy AR AT R
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WAL, AU R TV AN T AR Bl 2 4 B B Ak 2 B DA VAL L B A R RE
I R ALIX P43 (R AT R AR B . BARTI S, waii@E i 2 R E 5 L E A
A, MNERREERE  THOWL 5 48 B0 BROR A AR 4E B VR AR BT AR 58 17K T 2 1
B, AITAPE o 45 R = R SCHE

(4 B&

TATVEE X LB AU RE 7 00 H B AT AESS, TR H TR LB AU RE ) H 3)
AP HESE, 38 e R FH AU B 2 AAPEAG e B e L TS S A T br . o
AR, FRATTE— G A AU S e b Bk S, AT SEBILEE 42 1 LT ke
IV R . eAh, TANTE R E 7 SO LEMNFERIVHEERE, NEEH A
et BRI . T EaERE, ARG 7 B sk @ EEA, FIA
AR AN A0 STA AT P93 A2 BOPT g 23 i
4.2 FREELEIEES LS EFERAR
4.2.1 FEEEEIFESHSHIFERR

HL%5 8P (Machine Translation, MT) BME N N T& G 5 B R IE S A

(Natural Language Processing, NLP) PU[P#Z 01552 —, HHFRETH A5
MLECILASFE S B A sh . ZE RS 7T gt b4 8 1%

(Statistical Machine Translation, SMT) PSIZ| 257 F i A AL 2350 1%F (Neural
Machine Translation, NMT) POk M B . #5752 Transformer R HE H,
HES) T PN AR PR ORI SR, 808 FL 9 oK IR v S ABE RE 0 R i 21 i 27 I AL
TERN PR oL AN B AR R 0 .

SR, PREATL A5 BB M R = FE RO U . = B 2 I XOE AT TR, XXt
RFEPHIES (Low-Resource Languages) IR IEHkGR. REEVIESEESERE
FE, BREDEEJEVUAE B m v 20550 — 2 8RR RIE S 4, a2 iiE.
mEfRE ORIHZEE) . MG 2 RIBIE T . XUEE S i i in e s, £
RICEARBAE, FNEERHE, BEAEMMXFRG T HERRE, H#F—
IR T B B A e B8

PR IXEEPR N, AR AR TR E S LA PR 7 A E ST . AE
PRANLZERIEHELL S, B Bk 1 0. 5l NG S AR LR 218 5 A1 25
SEPENRIE R0, BEE TSRO S AR %, BT i78 %% 2] (Prompt-based
Learning) FIZDFEAR/ZREATI . SH0m SOOI 5B IR BT IEE 5 B (it
TR T R0, FE R CURAE AR EST SFLN H ERE S W sk,
BERAR Rl R S IR TG [ 1 ) 388 ) DS B S

PLAS B PERORAE AR B WAR TG & U K R S R, 1B S IR &5 K
JR 2 IR 5555 2 R PP AR IR I s . BHAE A SRR RF St 2, miiiE. &)
{5 F ML 28 B0 125 2 SR 7E 2R 5 UMb X & 4% 58 i S8 i) FE s i A I 01,
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422 FRELEEIRESMHEISBERAR

(1) I RPUEEIRE S AL HE

R BIRIE 5 AL A B R 10 OBk R 7 T v R R PAT B R B B = B
48 5 A A 4 R R FH B O IR T RN, RO R AR Z U SR AR
TAESR, ZAUR O R E Rk, FEAFE AT A 0T B A Rk DL &
WIZRBHE G 5 SE Ty W), B 7R S I SR (RS 5 2 REPE SRS s B 72 AL
fa Fyl62-64]

FEPAT R ECT T, — R BB AT Wu S5 NS H i EL-4
(extract-edit) XUBEHHEHIIITILS), ZJrddt e G I T R IE S, M2
Tl FH 1) T MR B B A R SR, 38 T BRI IRIE S RN Z g . O
SRR N H BRI S 10 B0 E TR B O g RS0 A) T, DUAR BGR R E O PAT
BE, T B AL G [R5 7 1

Source .
Sentence

Source Translated Comparative
Sentence & |Target Sentence Translation
----------------- ° Encoder fe--q4 ez
_____________ O— g ‘
ceeaa 8 PO R

Source Language Space Translation System

»\ Jopoou3

H g Evaluati e
P ' I valuation
PO Language Modeling; | _____. g Network AN
0SS ' ' © : '
H H - '@
m s @ ® : : @
8 3 ° : Y ¥
2 S | @ ° : c " '@
€ |Maxpoolin [=] Veeooo COMparative e H
b pooting ® Transiation Loss N &
Target Language Space " [ J :
Top-k Extracted Sentences Top-k Extracted-and-Edited Sentences e J

& 4-7 HHEL-2R3E (extract-edit) MGEEIERET

PO IR AR EEANHAE T 51N BB TR B0 JOR VR A B R 40 2R, BRI AE RS
BTIEA) T 5 AARE) T AR E AT Bl B4R, JEGET k NEETATA) T B
JE R IX AT REAT G AR DO AL s B3 S 3 I VYAl X 2% oF 19 3 )~ R i e ) 1 (R AR AL
VEREATHI o SEEG RN, 2T AR TE-VEAE . SO - A R DA S -
L JEMLTE « SiE- iR SRR IRE 5 0 T S B ROR,, BLEU 70 8 THi i 2

I7

FEPUE S AR AR 5 B PAT SRS 7T, 2 A S XEOE SH5 Al KRR
TR PR Al o5 160, RN A 1 S A AR LOTIRIAE AR A OSISE G, DA TR 5
. TR, BRAERMZS (CNN-CorrNet) ORI S H & M 4 BTG H AR 1 5
N, BE DR TARBEIR AR P AT AR A HE R P S R

BARAE , BG5S I5AT R R BEE SRR 2 M AL, DR
JiE R R A S LA R SR O 1 SRy BEEBORSF AL AR, AR
PR S R B A A R AT SR SN RE
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(2) EFMRERAAREILIE S LS8

M2 BRI AR R BUEE 5 _EIUS R B HE R, (H LR e e R AR
AT IR, AR R AR BIRTE 5 (aifiE . RIEZESE) Bsth, &
IRk AR (R TR, SO B R TR XA A Y
120 7 RN L AEANE SCIUEE RS2 30, JEREM 1 SRR Hh i Y R g A
FREARACR . ik, SIE SRR R E O R R, Sl Al A1
TR AR (A AVEFAFE) BUAMT TR CUnARE w4, AR RS,
GRAMEE AN L BIBREE, ST AR BLRIA ST N iz AL e J AN — Sk, HES)
R B IRTE 5 ML BH 1 7 S P AL T R JE

FERORSLERJZ T, BHFUERR T 2R AR 98 €)% 7% . Conneau 55 A\ JT
RIS TE 5 18 5 B T ZRHE SRR I 0 H RSt WL, #2218 5 1R R B 57
e SCRoR S 8], RTINS St IRt 7 A RUi o5 I XI5 2 R T
TAETUAE R GR B IR AE T BTG N fiE

FERNERRAL S 7T, Aharoni 55 JCRE H bRils 5 ATk & 14 8 s BN ZMEAL
FEIER, DL B ORI R T AVA E M RE U, Lu SE A MR
PRGN T, SR T se R B RR S 58 05 7%, 8L xS 4t (BPE) *f5%
SKARHTT, OISR I, AT RGPS M -5 WL EE AN G C ) 30,

KR task KR task
e T decoder| iy TYTTTTYTTTTTTYY | encoder U
hlhm<p>R \ shared / KGg » t1 t h1 hm <p> R E—> KG¢ el /.!l...t"}.
---------------- ) encoder
i ; decoder | ¢ ; J— . | encoder decoder |\ wooeeeueeeeins s
X X b mr i Y XX ur YL Y
MT lask MT task
Scenario (a): Only source KG is available Scenario (b): Only target KG is available
KR taskin oo
source KG | h; - h, <p>R decoder -—+ ty -t Shared Parameter
\ shared .7 KG . L mi
MT task x,X/ encoder \ P —— . Parameter for MI
LR i — 7Y Yai Parameter for Source KG
KR task in h - hn <p> R® _» encoder ¥ decoder \ss Parameter for Target KG
target KG -t ol : KG¢ tlt i

B 4-8 FETFSA0h B B AT TR G R4 2 1125 B PR AE S
Zhang %5 N2 HBVE BRI R R (SAWR) Ty, @i B &aikm &
T G S AR B S5 8 A MR ) R, (B AR SC-0E S0 S-S DA S R AR I
R4 )38 F 1 B s R4
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parser output translation output

decoder

...........................

input

Bl 4-9 EVERRAHIA RN AN SR IFR R AE SR
Li 8 N BT X0E X% as (DCE) SRR 1 s R R S IR A H ALY,
AL P S AR SO R R SR TR UL ECRCR ). Sang 55 N UAE % b 45
BT 5L CLIP SR S ARAE BRL G, @ b SR TR — 2k 5 Sitsid

DN
score score score
I PN
CLS | CLS MLP CLS CLS
Query Document Query | Document
Encoder Encoder CE STEEoT Encoder Encoder
S S S N i (. -
‘ Query ‘ Document ‘ Query Document Query \ Query ‘ Document
(a) Dual Encoder (b) Cross Encoder (c) Dual Cross Encoder

&l 4-10 XSUBZEH RN X i AR 5 B

X ORGSR T 22 T P 380 3 R 2 () R, B R AR SRR AR R Jee i A
TIie BEEF IR, RSG5 772 1F AR i 2 7 U5 1) 3 e AL A2 90 3 78
LT B I FIES 1R B IR AR, FRERTHEAL ) H & R AR

ML, V8 5 RN SR A 1) B B KA 33 2R B b X P i AH gt
o BEE ARG @GBS BRI R AL, XL VR BB
1 45 SCWAZ IS 2 AR PE B BAE L, N IX S A VR (L B I T SE (015 5 SRR

(3) ZESHRENARELESHEISNE

25 I RINLAS B Pl 4 — MR A 218 ST 45, AL G — X — B 1
AFRM R o ARG8T kT AR o I B, sl e ST £
UCRRE, SECRIEIRSY. RERBMARER, 2ES DRSS TS =
FE ORI, R R IE S AR AT 2R ERIE S, BRI
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FEFE, HZO0EMBAFES— Transformer 228, HIRE S5 5L ILE
TiA R, MM SLIESTE 5 AR BN TR AR 3R 7.

FERORHME RS, BB IR T — RYVAIFHESE . Dong & AU 14
T 2RSSR, JE e I g b 28 5 AL R AR A, f8 B —IE S RE RIS
M2 Z BB T, A SRR TT IR B B A 2

French Spanish Dutch Portuguese

Bl 4-11 T2 BiRE S BN AN IER

Luong 55 N8It — D ZAL5 7 29 R B2 BIFFFIMESE, R —X 2. £
Xf— M2t 2 St i, I B VI 2B IR S VAT S S P TR Rz A e
JJ. Firat ZE NI G AL 2 006, Gt s BB 5 o0 B i K i
T, AEARBR IR SRAE T 3 B /MEMEI DT . Johnson 55 ABU A 25 S
ARG AN HARTE SRS LS HOL R, AR B R H R a8
FA RIS B TE SO0 55 fE

R 2 B S R PR, JEEET AR E T MIER 5RCRET. Tan
G NBURHHHRZSREOR, il i 2500 -2 A A R HE B 78 ol /D 2850 8 1) (RIS DR 4
FERE R Gu SR ABAG Ay > AR, AR AL 1 pRod e AL i £ AR IS B3 05 2% A
TSEUA ROTH; Neubig F1 HulS3 S84 AAE & IR MIAG SRR, I & 5 S
B EERM LS IE S ISR, S G A .

SR, 2165 RS AR S SR L 1R A AN S s i 5 T 0554k
o AKW A FTIRRINSWR I P58 FIRZARENH, ERRE R R
[FIF LA B U B o 248 & P R A DO A B WAR BE R 5 44t 1 a4 i
RIEOR R4S, SIS S8 — HEZEHESH AL A5 0 e m) e 2k 5 2T s, WX 1R
Toh EL K 30 B Bl

(4) FELEFEFEESHSBIERAERS T

FTFXF Google F1E. =~IAEHF (YunTrans) Fl GPT-do = RAXR ML 25 E11F
REGAE Flores-101 218 5 AT HEHEE LRI RGPS R, TATT AN ZAYESE
RN AR B WEAE F LA R RR B R A H o IR o | 281 oKk
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5. JEEREIE. EBIE. MEiE. ZRE. i M ERiES S A VIR S &
R S 2 TR (R R ] L 3AT 55, J83 BLEU. chrF2 F1 TER 25 2 4515 H 2 E F6 4%,
7R T AT EAR K R B B 2K ST ) Rk A

K42 FRELESHSWIEPRULSR

B R 7
Google YunTrans GPT-40 Google YunTrans GPT-4o
o - BLEU  19.4 28. 8 32.4  35.3 44. 4 44.8

chrF2  51.2 58.9 61.1 32.3 38.1 38.8
TER 71.1 60. 3 54.6 102. 7 99. 8 100. 2

D BLEU  14.4 20. 6 21.8  22.5 31.5 37.4
chrF2  43.9 50. 2 50.8  21.9 28.3 33.0
TER 69. 3 63. 8 62.3 103.3  110.4  100.2

HEX-HE BLEU  23.6 27.8 - 16.8 31.2 -
chrF2  53.1 56. 9 - 49.7 60. 1 -
TER 55. 7 51.5 - 72.9 56. 3 -

P -5 kiE  BLEU  16.7 23.6 23.8  28.1 39.1 39.8

chrF2  48.2 56. 5 56. 6 26.8 34.5 35.0
TER 73.3 62. 7 61.9 102.7 99.7 100. 1

# -G kiE  BLEU  37.4 42.6 - 34.2 43.2 -
chrF2  66.7 69. 6 - 61.7 67.6 -
TER 43.9 39. 2 - 48. 4 40.5 -
X -FEEEE BLEU  15.2 17.8 19.8  26.3 37.6 38.5
chrF2  47.7 48.1 50.0  25.0 32. 4 34.5
TER 4.7 70.5 66.4  103.1 99. 8 99.9
¥EX-FEHEEE BLEU 311 35.6 34.9 41.7 -
chrF2  60. 4 62. 1 - 61.1 65. 6 -
TER 52.3 47.1 - 50. 1 44. 1 -
v -EEi#E  BLEU  19.1 27. 4 28.6  29.7 40. 40. 2
chrF2  51.7 58. 1 59.2  27.7 35. 35.5
TER 71.2 59. 59.3  102.8 99. 99.9

6
¥ S-H R BLEU 43.0 48.4 - 33.3 42,

(o7 I e PR S ) B )

chrF2  69.4 72.1 - 62. 1 67.
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I ST

EE A Ei=Ra
Google YunTrans GPT-40 Google YunTrans GPT-4o
TER 41.7 36. 7 - 51. 4 43.1 -
P -HiEiE BLEU  24.8 27.6 3.3  27.4 32.3 37.2
chrF2  45.9 49. 8 52.0  26.1 28.9 32.6
TER 65. 7 63. 2 57.2  103.0 99.9 98. 4
¥ -#MEiE  BLEU  39.0 43.1 - 26. 3 36.5 -
chrF2  57.4 60. 7 - 55. 4 62. 0 -
TER 46.9 42.2 - 59. 1 48.7 -
B -##tiE BLEU  14.3 17.5 11.8  16.8 30. 7 31.2
chrF2  37.4 44.4 35.5  18.0 27.5 29. 2

TER 4.7 76. 5 77.6 104. 3 105.9 101.2

¥ -##E BLEU  23.4 21.9 - 16.3 35.8 -
chrF2  46.9 56. 1 - 43.8 62. 0 -
TER 60. 4 72.7 - 68. 7 49.0 -

P -4E4EiE  BLEU  11.0 15. 10.6  15.8 30.3 29.1

9
chrF2  37.3 44.5 36. 2 16.0 27.0 26.6
0

TER 77.1 74. 79.2 102. 4 101.5 100. 5

¥ -HAE BLEU  14.2 22. 1 - 13. 4 28.0 -
chrF2  41.0 50. 8 - 41.5 56. 1 -
TER 72.3 60. 5 - 77.2 60. 8 -

X - 1% BLEU 7.7 9.0 4.6 20. 3 25.5 33.2

chrF2  37.2 41.5 30.8 20.3 24.7 30.8
TER 77.5 75.5 82.0 103.9 108.9 101.7

B -ERE BLEU 12.3 14.7 - 18.5 30. 8 -
chrF2  45.3 49.6 - 48. 2 59. 2 -
TER 68. 0 63. 4 - 69. 1 55.9 -

MR LR KT, AT L& B ST 2 D B (SR 2R A S 3
HEHREFHA (U1 GPT-40) £ 240 5 X BRI 55 b R I 5L TR A
¥ RE TS S IERHE 71, R AR S R RS F I AR S R .
111 MV AL B B AR S8 CUN YunTrans ) 75 A X 2K R W15 5 AR EE DAL AN U1 R Rl
FERFER B X (IISESC-EN B Se3C-1Fg1E) B RSF s i0% . XA ik
AV IFRE R AR Ry, SR T I AR TR Y A T
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VU4 A TR 7 T, P S 7 M L 7 KR VR 5 R i
. WA R IO S AR, A % RS IR E T
VIS (INZHE. BE, e BB SRR M BLEU fHi4%)
28.6, T FSC-RARE MU EE L 0.0, ZEBEMAIL =, IXFh I RAURR T Y
B VU oA OB SRS, ™ . T (R VAT 25 WL S8 B T R L B G

WSS 25 R PR OB £ S LS8 , S RGN B PR 72 A 2
(R TS E S CIENRTE . SRR TS AU AR
W, fER RS EIRIUBT . TR TSR Y R A AU
FOTAL BRI — (BT, BN T BRI AR o 3% — R IR TR 7 B R
R R R AR T .

® 2 374 PEFY
60 4

50 4

40 A

- 31.3
30 A 28.6
218 = 19 8
20 A 17.5 15.9
10 I I 2.0
0 A . : . . . . I
B E HEEE EHhE EENE BEE

FHRREIE EDfeiE

B 4-12 FICAFESCR)AF ZREE IS S V288 BLEU EiF

PR K RS T, KiE 5 AR KRR R TT, Rl 2 AL B AT
R 21 AT RIS o AR, FEARARBRIRIAET T, Ll R GRS Al
PACATS EAT AN R A IIMEL o ARR A T 170 87 24 7 E R 3 5 Qs R TR PO 58 P
&, B R TR SRR RO S BOR  FERFFIZ AL RE T R S Tt Ll v e

® =X REFY
60 1

50 1

40 A

39.8 - 40.6
374 38.5 372
o 0 33.2
30 A
20 A
10 A
0 T T T T T T T
=E SRiE FEE EHE AENE BIBE

RRIE ENfeiE HEiE

A 4-13 RELIET 2 H SCRIZECHLE#1¥E BLEU EiPA

ERERAE, AR LS S LSRR BOR AR PR K S P Be . BEE
2R 5 R E /TR AL BEAL AT L TR I AN e, TR 3-5 2, 4R
WAR GG TE 5 B B S B B 5T X RRASHRY], HIASEIFEROR EAE
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M AR 1 38 R 5 e b B R e T B Bt a2 R IR IR BIHT
FPEERD R BT IRE 5 15 DA H R T 48T, NI A R e SR IS
423  FRELEEIFES AOEBHLSRERAR

(1D EFRFKAEBYLSRIEE

ORI 5 R R AR AL 0 3 A 1) I P 2 B0 S A 2 B Y ) A R A 2 T 9o
IR AL 715 5 S EOR AR o IXPIRP 7 7:8% B R AR AR RS, IR R RS
F LSRR O 1R AR R T 5 o T RN I A DA RS ME AR S AL 3
JRA A T S AR RN A S AR TR R T 2 U 5 AR D e 9 A AR 3 g S I
SR THE A I i

TSR TESY, BRI ACL) iR LR SRR, 7R
AME SRR A B SR DL A RO R R BB 7)o 1205 R E I S IR
B E-HARE S WA m B, RS B AR5 10 B SCE A, RS R
1 ORFF KRS — EIU A A 2R 50, TR ik A L 354 1 RE g DRI N (K38 5 0 4501
& A BT R R 5

R | %

[Chinese]: [EL/RAEE, HRREIUR: DRI B IRARTH T m AORFIA B 100048 QU
(37.8°C) PLE-]

[Vietnamese]: [Baltimore, Washington DC va Philadelphia déu duge du

doan 1a ¢6 mic nhiét cao dat trén 100°F (37.8°C).]

Ik TN Translate according to the above template, Output the target language,

do not copy the template

[Chinese]: [“URAH SR, FET0TRICEE L., KOE EIA R /N 15-202%

B, APER T AR - ]

[Vietnamese]: [{output}]

Nhiét do twong d6i am, tren 70 do F, gi6 théi manh véi téc do 15-20

s
it dim mot gio, tit huéng tay nam.
P Nhiét do kha 14 &m ap, hon 70 do F, véi cap do gié tit khodng 15-20

dam mot gio, dén tir huéng tay Nam.

& 4-14 ETFEITFER
BYEEE (CoT) oA Z BHEHANLHE— B IRTHR R E . %7515 S
(1% it 281 i P TR 2 43 A o S P R HE SR D IR, S ABE 2R R 8 B fep b Ah ARV B X SF
HTE T IR, AR RN A, B S E A AT IR B A, R R EE
RRAE, ARG S5 A T GRAREEAT I D HEH, B Em R B 4E R . X Fh4r20
HEBEATLHA R T 1 B3 AT SE A0 AT AR o
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HINIR A : Stepl: 443 L bat” T At ¥as@” 3 kAR " 8) F AW LT AR
He saw a bat epl: 7 FAR, “saw”4BBL bat” & 7T AL 45 A 2| H A Hhee”

LTS TP b e e A e
o LT — P 58 Step3: 4 &% Spat™4h &% Step2: #H xR

H4-15 BEERER

(2) TSP AR EE BT v
AR 77 R R A S R SR B R R AR S5 08 L . Adapter SR
YA BH S, 7E Transformer JZ 12 Syt S UHLHIFI RN 4% )2 5 iR N 42
OGN AR, SCIURE 4E A B R T XA BT A A AE T RE S R R R
U I R (RIS SIS AR g AR 15 TR SR ) 2R v R

[

I F &

Pretrained w

Weights r

W € Rdxd

B g o

& 4-16 LoRA AR EE

LoRA (Low-Rank Adaptation) 7l e i [ Ak B 43 fife S0 25 30 e R 3
ZITFAECRFE TN SR R 45 B RT3 T, Gl i AR 4 122 [A) 2 =) M AT 55 R QB A
A FARSEI Ay, BRI 55 B AL OR B KA i FH e ), [ B rp 2 =)
J51E F 2 HARE T B, ARG T I R MZAGRE )T . R RIS
HARTIEIE S R 5, RRRSAEA PR 2510 T SEI R 3 i PR RE R W

PR ARRIIE ST, RWMEORERAT I BAMES . B TR
T3 A PR JE BT RN /D SRR 13 5, T2 HOOR WIHE 75 SR B E BRR
SETE BRI RILEAE . SEPRIH BT E AT AT AR B TE SO0 BRI R LA
R FR, RIGEFSHEGIHZ R, EHTEERE, KRR SR E
TSI I i 2 Pk, BFESes TARB Bt B R e Re B2, DL A S B it
HRAS 5 R T P-4 )

KKK BEBHER, 61N TESSEMRREG 728 88 777 .
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pB VRSO i Revivk sl = BN NA 1 1 R el T S P S 2 s 2 P A WY iR s N ]
AR BEIRAE & BT S5 B S AT v S o Rl RAECFR SR e RIE. S
ARETE TR, XEEHEARNG IS R HEZEH, ek XSO sg im F 4 B
SRR T3 .

(3) REWREFIE S KRS 8EERE 1T

BT XL G M 25 801%F R4 Niutrans 5K ERIESHEA (EF Qwen2-7B.
GPT-3.5-Turbo. Llama Z%Ifl Sealms2.5-7B) 7E ALT 5 FLORES-200 £i& &7
ITHERHE BRI RGPEVE, IR Ze R 5 2 5190 SR GE LR AR DT 1RG5 AR Y
TEAR P WAR B IRIE 5 BT S R M RE R I 5 K T8 7 I M i A AR 5 /0 FF
K, KA ERIORER (MR RERLiRR S i iz
N s LA CHRF RN ORI TR, REtHan T AR AL T2 R &4 T
(1038 D 5 e PR A

TEEFEARE T, LSBT R I H I 2 A0 % . Niutrans 71K BT YR EN
BT SS A E RN, 43 55 T HA X RE e 18 5 X A e T AR S S B A
BRI M2, KBS IS - A A8, 7R AR EIE S -
RIS . X —BLRN T R AR ISR 5% h I R BR 1%

£ 4-3 (£ CHRF TRIFERR, BAERFE ALT HIEE T Zero-Shot FITERE

setup Zh-Vi Zh-Th Zh-My Zh-Lo Avg Vi-Zh Th-Zh My-Zh Lo-Zh Avg
Niutrans 52.97 46.71 41.26 38.64 44.89 41.54 36.09 35.57 32.58 36.44
Llama3-8b 39.99 13.84 12.28 241 17.1310.49 826 3.75 1.38 5.97
Llama3-70b 45.07 37.81 34.64 20.04 34.3920.94 20.92 13.33 6.42 1540

GPT-3.5-Turbo 45.30 35.61 13.88 13.56 27.08 28.07 23.81 5.87 4.28 15.50
Qwen-7h-instruct 37.02 30.94 18.78 8.25 23.7427.18 22.79 6.66 6.43 15.76
Seallms-7b-2.5  45.45 38.42 23.47 18.42 31.41 27.40 24.06 13.29 14.05 19.70

EAAE RN, S WHERL T IROMK Sealms2.5-7B BIAAEZR B LG &
B ST RIIRAT S PRI, P34 CHRF 1540182 19.70. X 3R B £ 1 4
Sl T e 2 ST R R AR AR BT 5 RO TERE

L GNP S e, KR 5 AR B VR REAS 2152 DO . RS REAR
AT, Llama3-70b ££ 9 SRR B AR 5 (8% 72932 & 0.5 CHRF {H, M
FE S AR BEAT S5 TR AR T OB &, P I aRik 3,365, X — 72 7t S i H 27 SR
XA [FIBH 2 7 17 ) R T A A 25 22001

R 4-4 FEBERFERETT, CHRF HREERY
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setup Zh-Vi Zh-Th Zh-My Zh-Lo Avg Vi-Zh Th-Zh My-Zh Lo-Zh Avg
Llama3-70b
HP 45.87 38.12 36.12 19.69 34.9517.23 19.43 14.80 6.01 14.29
QP 45.38 37.45 36.48 22.99 3557 26.41 24.09 14.60 9.91 18.75
RP 46.65 38.20 35.76 20.99 35.3526.93 24.64 16.13 7.42 18.78
GPT-3.5-Turbo
HP 18.53 16.55 8.62 8.54 13.0622.41 18.03 2.71 4.83 11.68
QP 45.28 35.37 1550 14.25 27.6029.01 22.81 4.14 6.23 15.54
RP 44.36 36.35 1592 13.16 27.44 28.21 22.80 4.22 594 15.29
Qwen-7h-instruct
HP 34.97 28.64 17.56 10.22 22.84 14.94 21.62 4.00 3.01 10.89
QP 36.14 27.89 19.62 13.07 24.18 23.14 21.30 5.15 3.80 13.34
RP 3543 29.36 17.24 14.14 24.04 25.88 22.54 6.92 4.80 15.03
Seallms-7b-2.5
HP 33.45 37.21 21.83 18.05 27.63 26.66 22.21 13.15 10.13 18.03
QP 34.45 36.44 23.52 19.56 28.49 26.18 20.14 6.77 4.25 14.33
RP 34.51 36.65 23.27 17.51 27.98 26.73 22.72 14.53 12.26 19.06

Ji B S 4 SR I I fe 14 B BT AT RO, BEA R R AR S ) A ) R
BRI AHELZ TR, P sl SR -l e S R AR, X PERESR T 2R A
SO o IXHRIR AL BT 375 SRS I 75 ZEAE AP Sl i B

X RAERAE R B A P DA ARR HEAT R G i DL, B RS e LAR
JUANTTI: ESERMENR, BALE D RER B S it HUGEA AR
fill, B AR 2 HAR R ] P 0 Py 2 M0 AR REAT SE BRI e A W, AR
RO BIRE 5 B AP AE R R 2

R 45 Z2dRR¥EN)E, BE G HIARER

Type Content

[Vietnamese]:[Ching téi énh gid cao vic h rat li cAu chuyn.]
[Chinese]: [F&ATVERHHHEA IR ML . ]
Translate according to the above template, Output the target

language, do not copy the template.
[Vietnamese|: [Ngi ¢6 thu nhp cdc Newstart Allowance bay gi c6

th kim ¢ nhiu hn t vie ¢ tr tre khi ¢6 tin do chinh ph ang ct
gim.
[Chi]nese]:[ output]
[Vietnamese]:[Ngi c6 thu nhp cdc Newstart Allowance by gi ¢6
th kim ¢ nhiu hn t vic ¢ tr trc khi ¢6 tin do chinh ph ang ct
gim.]
[Chinese]:[BI7E7H Newstart FINiH A ul AM BRI HE0 2 1
PAFELIA, X R Z AT BUAE W] DA BURT I/ HE 2 3K
LA ]
Output (Chinese]:[Fef VERIHA A ittt . |
(copying template)
BUAEARAT Newstart HEIfE Al DAABUR WA HENG 2 WA 1 £
expected output B, IR AU AT BEAE T DA BURF IR A B 2 BT 2 1)
A

XA R S W H AR TR A AR AR DR URTE 5 I T I A% ok il dn e P e
RE SHFE IR F GRS, AL A A A IR 73155

BEE S FEA SR I 2= R, KRR B R RE AR SRR TT, (HEGRIRE 2
DLE IS o IXFPILR U IR D BAEAT DGR OS2, JE S iz
N HIA PR B ET AR R, S EEBCRHIAE R (U Llama3-70b) FEHLH 5 55 1)
FPEREE2IRe ), (BB FR MR UR A S A0 B I RGN R [ A R PR

User Input

Output
(format error)
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R 4-6 BFRBAERFARRT, CHRF HERERI

setup Zh-Vi Zh-Th Zh-My Zh-Lo Avg Vi-Zh Th-Zh My-Zh Lo-Zh Avg

Llama3-70b

QP 47.14 38.98 37.70 21.46 36.3229.14 26.07 17.64 8.36 20.30
RP 47.69 39.14 37.15 21.62 36.40 29.85 26.08 15.76 6.47 19.54
GPT-3.5-Turbo
QP 45.37 36.82 14.35 14.23 27.69 28.66 24.08 3.92 6.45 15.77
RP 4154 36.81 14.62 13.77 26.68 29.11 23.91 4.21 5.80 15.75
Qwen-Tb-instruct
QP 39.41 30.72 21.60 13.88 26.40 27.49 24.02 6.76 6.94 16.30
RP 39.74 31.32 20.37 14.19 26.41 26.59 23.58 6.14 6.54 15.71
Seallms-7b-2.5
QP 37.51 36.75 23.06 18.48 28.9526.85 21.81 13.70 12.18 18.63
RP 40.42 37.22 22.43 18.01 29.52 26.70 22.24 13.84 11.97 18.69

T LR, ATUARH L N RE TR, H, FOoR TR EN LR RS
RETEFZ M, 7 ERG OB R HNg; IR, BRI 515 5 G AR 7 2P
&, AR AR &5, RSV EIRERE = TR, K
TR 5 4% 58 77 1L 456 T e e AR K R T R)
KR IRTT RS S VLA BRI Rt | S, HoN 5 2 Fude W]
TARACTT 7] o AR TAFE 77— PR E el A 2wl A KRB AL @ FH Re 1 5164007
ERVIBENIR, AR THE 2R rE WA BE U505 5 BRI AR 55 Th I B AR R i
424 FELEERFESETBER

E 5 BHPE (Speech Translation, ST) AWFIETE 5 5 & HIEH A HRES X

ABIE & IBOR, SEHLESTE 5 10 H 2h e s,
IR RIESEDT

(S RS VAY

IR X SR AT AN,
JEANFERES, BAMIE. ZRE. RO RES IR IEE

=, SR N, BMIESFRIKE S, DAERERETHERR. BEPE—
R B X B DA 22 G TR LR, SRR B IRIE 5 101 & B A
B9 R e IX 4 L BB L3 [ 5 8E

MEIAR KT, B EWFEINEAD T NGIPHEZ 2 B 5w 5% >, 72 202
TR B AR AV AR 000, AN [R5 AR B AR50 2R Rl AR BRI 5 A L 2% 52

i 4l AR SR R S N St

ATEE R PEARAL .

(1) ETFRBAERKEFTWES X

PURMELRAE i & B A e SRR AR, B RDRHAE 55 70 i D B 311 & IR

FCASR) .

PLESEIIE (MT) FHEE A (TTS) = AN ATHHOR S . X R b g1
TSI TR RS, EFIRFEERER E R AREtEE. ol iRt sm )
et o SR, 43N T 2R B AR PR 5 5 A U T I PR Bk R o 2 X
R ZR1E | RS RA B E SR (N 2 A IESR I BE LT,

FE ASR BRI (WERD R s, BB iE R E 13.33%, JifiEit

Z35 18.75%, i TR 1-2%/KFO, il

B, F AT A B AR IE IR AR G IR B, AR T SENAZ L
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NI IX ks, BFRERE T 2 M. £ ASR R, Al 2
SphE B A B B TIZEA (0 wav2vee 2.0) BEHTH0M, AT MK BE
B A FRAERE/IOH . BT RAL I 8, ATAE MT gk 5] ABALE] ASR
Bk DAYE R R R M, B7E ASR 5 MT Z NI SCA I —40. HHEMEfl
SGrpE LB, IR EEEAZER, ISR ER,

BRI RERANE 5 Z M H12), R R, FIAESELE
R WAR TG SRR h S — e gk e o« 724000 By, B2 LIl sk AL =
Bt —, UHE AT 75 Z Al R ] SOARZE RN 5, e BOn KA s

(2) WmBREERESE

Uiy 28] v T PR FH PR — B B RS B 1R O HARE B 00K, 5T
VARG IR RGP ML B TR B R0 S LA R AR b . G M 2R By B g i -
1088454 (Un Transformer 5% Conformer) , & JGHEHUE 15 5 B 7 224 E I g il
N Z1E RN, S A G E R INHAE B B AR AR R o A ZR R AN
I T RGURARE, NG S T R R G A R BRI, 1R TR
B

SR, FEARFEWARTIRE S T, i 30 7 V5 1 Im B s w ik 518 5 2 04
R E 2. BAETTI, SRR S-S PATIER ™ E AR, #1140 CoVoST 2 4%
P 5 R T - S E TR RMY £ 9,500 A1), KT m BEIE B L. WSS RHE L
W FEIE ISR RGN LT BE . G rES R RS R, SBIREAL
P S SO kAR, BRI EYEREZ IR . #ltn, Whisper B AE DETE
-4 AERIE ) BLEU {E1UN 0.4, Son BAREIRAAA TR EA L,

RRFEBIAEAC TR KA T IMERE, 98 ARG IRER T 2 MRS . HdE
WoRJ7I, HAHIH TTS & RoE & s R AR @2 O PATE R Y 78 I 2R
Tl Sk 53 % 2% S MM B XLS-R. wav2vec 2.0 S5 K IUABRAEAL, K & B IRE = 1
FE AR SCRIRIE RS BRI 5504 ZAE 5557 2l IS I 208 & IR S 5 B
RS 3G Rz ALRE ), T 215 5 G — B i i 280 3 == SEBE 5 (R AT #2
By 73 9 D5 RS S A 1 1 e B T o

HRT, i B 7 VAR BRARS & R L OB B, W e
5 R4t AiA BLEU 18 33.3, BERHURIRFE RIS 7 -Gl L yIE N H . H
TEANFE R G S R R Z B 5 b, PR Re ATz ARk 2 5 2R . AR,
BEE AT ) BRI FERARN KR, DUAARMEWAE S HIR R R,
Uiy 380 v 1 R R AR BRI I B e O B R 7 i VO ] SR — P SR
N IX 30 3 i it B A AR R SR

(3) BEFRESHEAEMIETHETE
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BT KOG S A BB B MR R R T 1), A% O R M R SO TR
WK (40 GPT. LLaMA) , KB EE S H B STARRG, K
TSR K FVE CFRAR 528 A RE ) 58 BB o 5 4% Gt i 7 AR B, 2R AT 34
T KIE S BAUAR 5 B 35 AR . BORMHERERE ), DUSHIKTRIEIE &
[ —m iz RE .

FEHORSEI b, FEAAAEPIFIERAE: — 2 LL Whisper AERR “iE &R+
KAE 5 BB PR Bz, Jefe 5 iR S ORI, BN H ik
B Rl A 77 2 FHE S s 5 R SRR TR, BRI TR S RIEAE
HbRSCA .

T %o 25 B AR WS A 5 APk, 1% VR R B s . KR S AR AL T
SR S E R, A D B H E RN PR E R AR, A%
BRR/NEARIT R RE A0S, 0, TEBR RS S R R BN H, GPT-4 1)
BLEU {8 Al 235 3 7 A AL O . [, SRR TR, KA 5 Tl
NAMEBFAR Cial g, RiED , FETABEAREEESPTHER. 5SS
S

SR, %7 AT T I B BBk . BB T SRR SR, 0 SR A
K, MELATESER st Bl G & i T iz N s i eI RBAEAE “4U5 7 I, 52
M B SR s IR Ah, R B EAE & HOE £ KB T ZRiE kb S LUAIS, mT Rk
i 7 2 SR VR B R AT 22

NPT AR AR 5 TR SE M, B ERRZ R R . R T2
I E R A LG S T R SRS (40 LoRA) AT LB
FAR AR KA TR 3 O A 52 1 5 X000 [RIEE, 51 NAMEREE 5 AR P A B e T Tl
PEFIAER 1 -

HAT, 5T KE S A 05 S B T ZBS5 BHE AR =& E M b
Cw IR AT, R R R T B KORBR R S | 2B P [ R 3G o . (A7E 24
B RIFESERCEIRE S b, MR AT SRS, SIE N R
TR R TR S R RS AL 1o R, R R MO TR e Ak . TIOR AR R
FHRTE & BRI R 5 R H .

(4) FEWEEFIESETHIFEERS T

ET, AR AR EE S pE S B R AR A R e, ORI T
Hl IR . B BRI R S BRI 55, AR T A i 5d FH 1) R EAAR R 7

Fo

MBS RIRAE, BIEEERTE. BEE. RIEEEA 2 8dEL
T8 = AEDUAL i 0 G I Bl 213 22 4t Ol AE PR E S5t T SEDUE AR ] I RCR
Ineif -k g 1 R R A BLEU B ATiA 30 BLE. R1, ZRfil. Zadif. iges
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GRPERERZRNES, DEJNHEE, BAEERIFES, MERETREL,
BLEU HH KT 10, FtHerzml, LA BORER .

FEFARBAR T, ARTVES B A B R GRS R AR i riE =
RREMESR, HPTIRME AT AR R a5 R, (H A R R AR IR A R A R ACIE &
Hh SR S 55 o ity 380 7 VA IS b AT B G R A, R B R R AR UK,
ICTTIE 5 T IE AR B K o B T RE SR KR D ERFIE S LRI R
[RIVE A RS INFEASE B e T, (RAE AR B2 55 & BTG v R A =y 4057
i HH I R JE RAEA 2 SFHRAR -

WAk, B S s R RE VAN P2 AR QB R I . AEARAR FERLE B AR s (i
FERAERD H, nE I SRR A R AT s TR SE AE H s (CAnRE R
B 2R, TR AE AL BRAR TR YRE 5 750 DA I e 38 5 s ke e
SEFMRZR .

4.2.5 /NG

FEBUR - FARFE P A FEHESN T, 1 8] 2R B AR BT R 5 LA 801k
BRI RIS 7RG e, 1550 S A F0 N AL SE bR o X —
R F BRI = ROT I B e, KU, & P47 v Rk e iR A His UK 5
B BE g [ RS, H M 1 %0 BRI HIR, BRI TR S A AT Y
FARGu (s g, FiiE N ZESHREIIGS BERT TEM Kz
RE SN REE G & S5 M D&M A, PR R TE 5 2 5 i 38 vy 1 5 B 1 55
FE B TN, HES) TR AR WAL HE S [n) — R BLEE, B 2 ES
DREERG . TS Tl U R Ak R s 35

MRS, METEA KR SR — e T, IEXPWEE S 2.
SR TR IR X1 S AR o X S AR P A B IR B T E— R X
WA REME TR S AIERS, HAREBERCEIE S 105 S AR EERT FL 5Lt
THEERNFEARUAGEERAER . KK, BEEZES KRG HRFZEEL LSO
AR BT IRE 5 @ — PR, KRGS A G E2ET A SH
PR B b SEILHT IR S8

4.3 HMEERSPrEAR

43.1 AEERS PR

15 HT (Sentiment Analysis, SA) 1ENHAIE S ALFE (Natural Language
Processing, NLP) U EEM 77 M, & R THE IR SCAR ) 0045
S BT BB iRm . S &1k

H Pang 55 N3 5044 W5 B 7 S HEZL 5] NFEVPAIR A M 0 LA, 2% 4k
27 7 NE T 1] 35 RN ) 07k B 2 S U W AL s AR S IR A TR
FRLEEARYE 2R, R BTG G IR R ERE AN 4E T . SR,
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FIRB AT G BRI IE, =038, B 2828 B B
Ekman /NEAER, BT —PREHEL: AMBFREESRESANREY R
LB S 2R R ARG, A ARz v T I T 1 Jk 05T,

70T 7 S IE 5 8 SOA SRR R T AR S 2 RS B e PRV A B . AT 17 J%
534 (Negative Sentiment Analysis, NSA) 1ENIH BT % 07185, Fidgkt
X SCAS R AT B ) 1) B B4R S g, HF R E 5 EoR PR B
ERAME

BUTHNR B AT A% OB R AE T D TR R 26 1) S o I 5B B iOmivE . IR & 5
MAWRK, FEEEIFIER— R, MRS, BME, A, PROBSE S
MEfE 2, LASCRE . FEE. ZHHESHIRMeRRTE 4 1) 2 EIEZLAR0000, jiAt, s
SRR R ZU TR SRR o R — IRV AR R T IR B S A 1 85 H AT BE H A T 0
Jodtk, EEEIEE: G0, csickEARERIE R 2 S RO, mER DHETL
A FaR WL 2 B0, YRR, SR E BRSO . i
BRI R 2, FECEREMM 5IRE1E 55T 5,

b el g ARG, S0 B A B B R IAT N T R, XA
HAEZ AN soh BARRE M . #1588 b 47 i 1 B ) SR A A T &
T AE AL U, I o AT 23 B mT DA Bl BURT & 2R 47 BRSPS AN fE LS
B AEOEE RN, I RO B SR SR AL AT A 7 T A 4 08 S AR AE
RIRFAFAE W ZE A N, IR AL A7 0 175 1870 B A8 O B AR R M 00 7 Ty RAT B B
MR b, EHE . BT el AU, MO SR P #8 RI H Ahr
OISR

WAk, BEEMEL AR ERBIEAIGK, WRRT . BEES . ns
WIESFENMMARZE AT, MEERSrra vt s HEg. Kk, g
SO AR IE I AT [ IRAE A, B s o B I T8 A 2 XU ) A%
DR

Zi b, SUEAE R AT /E Dy NLP Sk i B 22Uk, A F B R B TR
NBEA PRI S 0] N SO 0B B o B SO VIR S R
ol VIS SE AT 1) TR 0 DX 2% B ) M ST 5%, RGBT b I, R IR 2
T )Pk 5 R SR R T 1)

432  SEFEERSPEAR
(1D RMIRH

OfFESHEX

BEE BN BRI KRR, 8RBT DR A a2 —. B
K2 (I S RAE 8 AL AS AR R A O E R @R A, JFA
P PR T FH e R P 55 B SRR AT Rk, T B KX — 2R R U IR
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KTV BERE VIR — P Pp 2 i3 5 1009, Af F il SCA RIS
$58 2 8] 2 111 2 DL BRAS — B SR a3 i R IR R RENO . R 1 5 22 s £ 52 RV E
R — PR IAR . EERA N —MERKESHE, M ARES
FHEBMHRPANE. EIEF 9, WA 2 MERIEAM 2K, BURBIIE
t, IR E B S ERE BAAEA B, HRIME 24,

R (Sarcasm) & FiE&RIM (Verbal Irony) [J—FEz, RIAFIBRTF

EOCHE IR R X Z B 2R X RIMAELE F IR AESS7E B IR TE 5 LB
FRONIREIR 5 (Sarcasm Detection) o AR A /0 NS 2 ST S, — K
(1) BB IRURIR AT 55 k2 AR SOAE BRI I S AN ) 7, Bl FE B
ARFEFNE DA WG HBARSCAER, Sl NG E. 15
LA R Uil NPIRASE B, A I HE DUAIB I 52 SO BRI, B 2 BESREA
AR VR A i g WA S5 28 . 2 B HUR B R B T SR, B
B0 SUARRNAT LA S B A

KRS I B SR TE & AR BRI — AN AT SO R, X AMY RN BAE
TH R R B S S, G RIOYESCA R KR A7 AE — E I 2% M. Joshi
S N2 ot F B RIS I A58 ) BE AT A 0 R R EAT T B . iR S IR TR
RS I AT R & SR B R A . BT KRG FH LA SAFAE I 1) . 5 S0 X K
For MBI 7 3= B4 T 7 A FH TR USRS I SCACHIT 5 A — 2o, AR T4 E 1)
SN [ 58 A R AR A, e TREAE ML AR 27 21 07 i B v | 357 20 e
TEAIRRE S, D N TR G E B FR K, 58 1 s AR, ek, 240
(R BRI 7 O 28 AL Gt 6 25 T RN ARFAE 1K) 7 V8% ) 1 TR 2 WX 2% (1) 7 1%
—J7 A AT AN RS KA AR DR SR R, Sy — 7 9 T (S
B2 A AE BANF A TS, Ak, BEAE KAITE S84 (Large Language
Models, LLMs) F1RBM5E-18 F#H8 (Large Vision-Language Models,
LVLMs) HIPRE AR, B FEN 1 AR ER 2 F] X S5 R (1) 55 K BE ) R A e gl
LN e o 3K e AR R A A AR B TR ZR R AN s Ky R SO RE ),
DRI U 5577 2K 1 3 0 T RE PR AR R
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A, Li 58 ANU20E T — &R RS 5 R A B ARV I B sk iAs, Dhmsioh
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P e I B S B (LLMs) AT 8 FRTill ZkiE 5 B8 (PLMs) 7E XU 3 fif
£55 BT T ATVl . AATER T MR RIS R ik BREAIRR. DR
APERAIEYESE (Chain of Thought) $E78. SKIGZE IR, MEIE THERM
LLMs 7E N EHERHE & IR MAWH 5B K PLMs, {H GPT-4 {E5FiER
FERIRA B ZEN T HA LLMs, PR 14.0%. AL, DFEARSERITIER T
HABPIFI 15, PIIRTE 4.5% . IX IR T8 R RIS 5 AR A IKURIRS I g 1 FH 3
e EEIEHERE S

KAE F B — AN EEAR AR L TFEAR DR I 68 ). IS O&t
(R, RIUE &R AT DULE SR BN A Bhn it 2 (0 18 O 247 IRURI A
Mo — Lt TR R AT S5 - AN A TAESS, HRIE T Hl b2, 151
i, Zhang & N2 EHFIE fE K, R Z A Commander-GPT HEZLIE A
PR AE 25 73 RS A AR FAE S, P8 E (ERE) SRRE AT
KB BRI E TS, RARASEMMRNLE R . /£ MMSD Al
MMSD2.0 A5 I PUFh 22 458345 K1 5 AR AL AN 7S PP e 7 SRS I SEIR R B, 1% 077251
WY B TERE, F1 2080 S 19.3%, HEFMOIASE I . XI5k %
B, B AR S AR M, T AR 23 R A B A IR RS I s 7

— LR T A 2 R AR PMERIE S, P R B AR PRI A AT 55
FHHEREAE /7. Liu Z2 NUSHEH T CAF-I, —ANH LLM WREN 2 5 Re ik 245,
B P I AU N 2 22 4 B2 43 A ik R R A RIS ) PR . AR SRR E 2 AN
WAL RefA, 2l 55T BRSO B Xt AMEEE A, il M E R A R AR
BRI G WA Jana 55 N2 H T MiDRE B2, #4 piEEE £K
(IR) AAMFHER LXK (ER) , Hb IR BN A RN 2%, ER )
I K IIAGE -5 S AR A BRI S M B o (E AN SE v 45 s ae R i
MiDRE it T#£28 /7%, 1 MMSD2.0 L HERfRIEH] 86.18%, F1 /%A H|
87.79%. XTI T, L5 PN AN AN HE B AT Hi2 w2 A IKUI ARG I 11 14

(2) MRS RHEA

@ EHEX

B A A A AR 2 IR R T, W P R A SR N 2R R I R E PR
WK G RENE—HHFEE T AP ATE, 55— 77 AR f
BIIRF R IRAR.

PA E AR SCHS B MR T 0 O TR, B2 MRl EEE. M
) 55 B AR RFAE ,  ZRIK R AR BRI 0. B ESUAR iy A B R A
EFWISL, MIRF R RMNKRNMEBERNENZ —, BEFETT RAREA
B O EERE, BN T NSRS RIS ERE, A AT R A=A T ™ E

100



Weszmtiael, FHEL T — RIS 11T 8, RS E RA WA, RS 18K
AT TR Ty SR R B = AR AR g O BROTT, T AIUIR 518 B2 I 2 3 ROR AR X
R TR IBURE %, TR B BSOS, I s s FEAA 1) Jh A -

A OUIR SRz 3, & B BUR A SS I BRI AL 2y 2y R EGERE S oA
FBT LLVAER0S), B E | 45 [ S5 RO B 5K fp B ik AH SR T o i ) 2% U IR
T, XPRAEEE TR, RN 2R B & D 207 JIE I [A]
XHUVIR F WA T AR EE . FRE A D i vk A AR IR UR 518 1 R A A%
FEUSY, 2020 4, EZRBEKMERIPAE KA (IS B N BTGB
GED) » BRMEAE BNBEEAGHE. Bl KA SamalRIEIVR. i35
HIRHBBUR. BIWRXRRIEEIFE R . MAEMS G20, Twitter. Gab.
T E N M AT AR G e fE & TIRBIVIR SR AL, FHSEHE 1 AHM
)R 00 A 3 i i

AR, JURFWRMERESIR 7T R EARES OB RE R RE. KE
R E AR A kA, 2 M IR T A AW, A HiHES) 1A
BHIKE. AR E RGZRIVIRS RN CEER, FEMNUUT=AT70
JeIt: PURFIRRM . IR IR o0 . AT 22 S pIU IR A R Ao

@ MRFRIRT

XA T OUIR T AT IR 2 VIR & IR A 0 i — MR . M
FARME T, RS IRNITEFE S N =R B a2l S B
Bt B B BARAR B B T3 Al AR AE =N BRI & e e il 1)
RFMETAE.

AT, WFEA] 3 B T ARG 5 S I VIR &R AT
oo B SEE X4 E BT E RO AR S VIR F IR SRR, 2 JEH)
FANLES 2 2 TTEAE R RIS R RR T8 FERAIE TRERIMI T T, SCARRHIE
HIHE BRI FCH E A . Nobata 25 NSO $g i, 4 7RO BRA] 2 n-gram 4FAE S
HADRZRHES &, OFESCARFIR L URL ST 745 KRB
s 1EFRZE . emoji 75 MEAEMTFRKESER, WTRHEEIIRF I8HM
BRI . fEMLERAN B, Unsvag S NSUgE— 25| A\HPE R, GFEH A1
PEA . TEERFESERAE, BUR 7R HIRCR . Djuric 55 AUS252 2] 73 A iE SCRFAE
FIRTJ7% Paragraph2Vee KA K, SIAMAIEFEA CBoW % 2] A AR A
AL ) B R R, HEE SCHIE I P PR ALl 7E [r) e s (R R S i . 2 )5
FIH VI ZRIF B 7] B R s R SCAR AT R i, A RIMIUR F e es . K
ML 2 I T B AT VIR S oA i, B 14 R 32 2252 2] N T R AE T
Rz, R B ARORN AR A, RS IRAS R —MERIES

101



D&, BEKBETRENES. Th. DisERBUaTE 5, BRIk EL AT
KRN I6 1% B EIRHE, THFE B I T AN 7 iAs

BEAE IR L SR &, BB AT I A R A 28 0 2 DL R TR R B AR HEAT 1
REF AR JEK S A3 5 F H CNN A E R LSRR 5 8 1
FRFRERFAE RN ) T E SURFIE, 145 A 53 Rl R e S0 R SR A 4 R
MERRIEATIRA) . Mozafari 25 N\ 540K BERT HIAS 5] [0 28 W0 2% 46 My HEAT P85
BFEAEREZE. ONNZ, DGR E IS, B TRIFMECE. HERMIR
= IR VR T AR WA, Barbieri 28 AUSSIF|HELEH Twitter “F 6 A br
224 s % RoBERTa #HATA I E Ik, 153 Twitter-RoBERTa #5741, %1517
LA Twitter £ 855 SIS T EF IITERE. M EC ARG IS 7 S T,
BT URFE S S IOVIR BRI 7 VAR TREAR BN SO B R RE 1 R R . AR
1M, IXLE T VR IE R — IR BTN, BRIz ARe A R . [RIE
THEBEEN, XETERZEHZ AR, RITEE LR 5 R
iikiie W TP

B, KA AR B 25 45 UIR 518 TR B R 1 8T B AR ST Rp56-1571, 4
b T — MR PRI ZRA 2, DR B B = s ot R R B g e . R
I, B R R AT R A A E R AR B R o BT B )40 o i) L,
FE VR i R rp R 2 G5 2 WA B A4 I 45 0L & BRAE SR R I A B . X
Fh LI BEA A A 45 SR I HERf 1, R TT R S BUH P N BRI 6 A 15 )
TFE. B, Gl 7E 7S o R OB S AR B R, HR T A ) AT S
P, BN ASRRE TR H A

3 IR E 2w

B REEERE R R, REZMIRT WEHRENA KEMREFEA, RIFE
A — S ER AR ARG, WA R E BRI K (dn<gay™) o FEMRfAT
Hof AR Bl PR 25 2 A L, BASCAR ) BRSO UE R, KA
TR LR BB IEZFONIIR T, Som 7 AR B 1 AP

N TR — i, 2 E BT VIR S A 2 WA 7T, B B2
o LA 2L 7 e SR A 0 R s RV R B, b T F S AL 1 A T M A A
Hr, BONBEERFR TS E B s TR, PR e AR A I 2R 8
3R TR £ T O BR85S 34T 2 . Dixon 25 A USSR St e 1 4 S 4 () U
FEAR, A B (SR RV AN By 48 AR SUIRAE A, ORAUFES s 42 1) o 2k
Zhou % NU'SSERF] T AFLite 1 DataMaps 5 2 Fi B iG S 7778, AR HEHE 1k
S A S R e VR, LI RE S . Ramponi 25 A U601 [ 4B S ) i 0L R19C
Gy AT B BR ARG AT, DA ZRREE R i .. SR IR Ll VA A EH
R, HRTREEAES ST NI, R AT R .

102



B 1 A I Ect s AR AR e 2 Ie) el LA AL, — SERIT 78 35 18 S an At i Ak L
AR ZRH AR AT T8, DL AT X G PR A AL H R R . Vaidya 55 A6
T —DZATFHHELE,  [RIN FINTE 8 bl A B B A LA U IR PR RS, A
TS S 015 B AW A R R R AMIR, SRITEER B AP, Zhou 55 AIS91%2
#| Learned-Mixin B8 () A, 2SR AR I 70 2845 B LAl B it 17— Ao SO,
FARPEREA i LRV AT TR 5K, FE a4 i I, TR B BORS 70 SR
B, DA i D00 A5 TR ke SR ) S

X J Al 7 VEAE S b L A T 5O\ i e R R B A 4 M R R
VEJSE8e 7R, I DA AR I o SR, AR A i DL 2 AEASE TR () I 2R B
A, MARBANTHER. Bk, AMERIEER S 92 bR B WL RTE A 58 42— 3
FeIF xRN A WFEAT 78 70 i 32 o

N T RREPEX— r) e, — S8R T B AR SR TR b SO SRS SR, fE
AGINFRBIHTIR T, IR IRV XS AR B 520 - Attanasio 55 AU62SEHY 17—
MpivE R I IENME (Entropy-based Attention Regularization, EAR) /51, 7
HrRE A AN T AR T &5 R oT iR AR B, 0 Sk s RV 4T 1
ML TR, fERIAEE NOGEA RS B Chang 5 AUOSI5| NAR & B AL 72
(Invariant Rationalization, InvRat) , 18I HEBIRF A E s H i tEFa v,
oA Al LAY 0 A5 2R PRS2 )

@ ZESHRAER RN

R 1 SCATE AR RIIUVIR TR LASh, AR B IR I 22 AT D9 U IR A i
MET—BRNIRF R, SHESIVIREBD E R A Eant, 5 5 gehom i K
fetlf, FEUTERASEE B, SRIOH R AR IS A B v O R AR R 4%
FEZNAN RS .

FEFRI TAES, BRREATEER M OF B2 BTN ZRAE 5 B IR
AN HEATAS I, @i VILBERT. Visual BERT %575 723K HUBE R o B Rl SCAR 1)
[ BRI, BEE BT FURIHERE, ARG N — R P BR B  >1 T
%, ARG R, ERE A, DRI PEREN ). BR TR RIS
G, DU EATIE I AR R AR B RS R, JFE R T
PUMRAR A ) B 0 G o — BRI T 2B R0 A5 DR R B0 3o AR Dl R AIE 51 N B 0
BRI Lee 25 MG N NG VR F2 AR SREURL P o AL 25 B B B N D S i3
B SR NV AR . A WU R B SR R R I FRid A
HIAH 1SS - Pramanick 55 AU — R ZAE55HE0E MOMENTA, 57 ]
IS S0 AT o o AR A TR A PRSI AT 55 BEAT LA, SR TS T ml ek
XUETTIE TR WA 7 UG SCA AL, 1 1 A IR R A A ) B . 2R

103



7, e AT o B RSO AR AR [ O A 58, 5 3850 PR S e e 8 2 TV A
Rk, BIRE L, AR F R R

9T FEE SIS IR, T TG R 0 AN 1 MR A 9 T
A BRI AT R . Blaier 5 A\ USSR B 7238 T B IR BRI 2%, 5250
e AR R o 7 v 5 4 PR GbR RS S0 T LA B 20 5 O R R SR . 70k
SET b, — SR T TR SR A SCAR L S P SRR AE AT, DA A
R . Cao 25 AUSUR HE T 3 F 42775 51 ) PromptHate 7735, I
CLIP B3 7B Pl R, 0 B T DR S A 5 M s A A B 2
SEARASE BG— N BIR B T, R SCAR GRS A% ch AT R, K 2R
ARBE A B Ak AR AT S o LRI, Ti S N0 — 3B YRR bR 3
NI 7S 508, R BLIP BURRN 78 A 35 SR G B A B . ix s
7R T EURRSCAME SUS B, B TR, (B SRR, 1B
52 SR BT R, 2B B R AT S B, T8 T 448 S UIR
DRI A SR 2%

AR, BEAE SRR (MLLM) [PuRE R, SBT3 R
FLHR A 0 HE T B SR B R ) FT AR ME . Lin 25 DT T — A B AE
R, A R R AR DR ) 2 A B TR AR, R S K B B X /A
WORUREAT AR, TR R MRS . BEJS, Lin 25 NU72S0HRH T —Fl
HET LLM (R B sAELE, ot [ — R0 40 B A B 0 S R b Re, L
e B (4 1 T LRSS I . RS 3Ry PR SR T R B A% 7 7 T
HUAG T — R, (RSB GUR R 0L, Ik 5 [ RE 2 1 OB
B AT REAEAE IG5 I A, B A B 2 5 2 S S 4 S P R

B 7 KRR FIAN, — T 5Tt e (U IR ASE PR R AL (1 TR A
Hee 25 N3 o A 1) 5 RS2 I I ME AT, IR NIRTL T SCA RIS 5 70 A
WIAE 5% o 1) TRRALE . MR DRl P G B M A O BRAR RS 7, LA AL o
LR A S R I, AR Hh B 0 B3 432 0 7 2T B IE VR A A
WA RS e PR DR 1 3 SUREAT IERA ST . ik, TR R T 45 T DR AR 1
LR BRI BRAE (HatReD) U7, IR T LR BRI R AL AT S, B AE LA
R A1 MR AR R £ 1) 2 2 B A 2 B R £ R

(3) HVEREEM R B

@® EEEX

SHSRE R — R LI D IREEES, IR BRI N bR YT AT e S B 4
WL OERGE, BEES. BIRTAEANGE, ARG B 3 12N Z 0
TR0, ST T GBIy 5 BRI B AR . MR
B, SECOCRSTE B LRI AT, TR, MBI A1

104



ke, HP/ERE. Twitter. Reddit 257 & LA RA A, KB, B
2%, ARG OE RS T AT R, R R SWE I RS ARIEE L
HO(NLP) MPOdR e, (615 LSS AR E s sh 4238 AR (1) B A 7 R i 7S
176]

MEERE ]S MBS BRI KR, B ARE 1 25 A T HAR kil
AT %, IR TG BESS @M. 2, &RITIRIEN
BT AP RATPISCAR NG, i 1 F R A S AR i a] ) 3 SR B s
1761, JTUEAE, HARKT AT FOREOS R I R R EE . BB ST RS
AMET, DUHRE FE OB R IR R TR ARG R840, [ 5 B 5 % BE 4
FEANS BRI 5 SR IG5, BRI 2 A FU I 46 DGR AL I ] R S SR B
FE, SRR R SR UG 28 A RO IR, DS i Ft i 25 2R 00 v] 3R g 5 T
:i:ﬁAri[lw-lSO] R

JUE AR AT FE CLHUSE 2k e, 5 T A A AR A7 7R 15 5 AR 2 A
PRI A e A P v SRR i, SRS fm) A I 25 75 T i 1 22 PRk
AR PR AR 5 A H bR B A 1E R yu =, M@l B vERe S5 s HERR
RGBT I

DR TH B A 1 W A [ R AR Tk e, AT SRR T A T AL AR I AR K AR
FFNER IR AT SS, R4 BB LB AR AR i U ) B B T AR . BT
5, MR KRB A=K B ISRACRAME—ERIE, BETHPK
ANEITE SRR S REINES . BURSEHBIEES, TER S s
MESE; 28 = Rom IR AL (1) v fRRE I S IR T F I, PRI IR 0 25 SR 1 Rl A A
B 5 AHLAE B L.

NSO M AR TAE AT AR ER RN 04T o 383 % bl & 2R R 1 A
RRIE. BRSSPk, o STt Ak ik e 5 AR R R 7 1A

@ ETCARKHARA]

VE ARG m] IR B 7 e - B oA T 2 BT IR), BT SO 7 VR IE H K
FR AL AR ERATIE S A, B SO B R O ERFIAT T
AE AR FEHPAR RS o AHOCH FEAERE B A8 R ] | MAR Gl 2 o) SR B %
ATTERIWINZE S ARE (PLMs) HEIKIEFEA (LLMs) Wk, o
PeFt T AR 51 R A ) e

ERIAF IO, BN AR T2 IR DA AR S FIRAE,  FRES & & PpLas 2%
SITPEATANAR R B I83), k h yvi mT R R s, (TR BN TR TR e RE A
#6771, JEHFER LI AR, Mg, WEYINERE, FRITEZXHE
R NZ (CNN) o JEHFIZ ML (RNND | 7ERE HLH R A B R 47 X
AR, DLBEG N TR T2 . Zhou %5 ANUS4$E HH — P 1) vty (1R FE B AR fP 48

105



(2%, Z5EXCARRANE Z ZERIAEN, T AL A IR G 7 ke 0 0 fit
1. Tejaswini &5 NISIHE H —FR4E & FastText. BIRFHAE ML (CNN) 5K5EH1
LM% (LSTMD [RIRGIRFE S IR FCL, T 4138 AR SCA iR 4 A
[ERESTIP

Trotzek &5 NUSOHE K GBI ML N 2% 5 H 218 5 ukHiEds &, HTH22F
G SO PHIAR AT AT 55 o ABERUR] AN [FRHR A SRR R, (AN A g2
SELHE T SUHRIE AT F P @A, Gl SR O VE RS A I A R,
ERDE #5845 FHUFSSetERE. AT E TR S 7, R OmiRE i F o,
HAMELASE & B SCHZ SO R 218 SURHE .

bE & T 2508 5 B R K R, BERT S&BL AU 32 H THAR IR AT 55 . 17
W, Verma 55 NUS7THE H & T 240dt ik BERT FSCAS ARG A il 77 3%, F A Fill
ZRiE S AL TR S EERE 0, B P SO P O RS U A AR, SETI
R FE I 20 SR T . Teck S8 A8 SRR ZR ) BERT #8, $RZEHAEHL
FEAZ AR ST A R B A R BRI RE ), B RORTEARR Y AE  SESE F HIRUR

BT, RANE 5B IZAE S5 h R I H o K HERE 518 5 B R T .
Shah &5 NOR F 45 2 0 S X LLMs T @& Rt AR ae A &80 A
FIZIE AR E S, BCRILT A 200 SOTA J5i%, & 1 LLM fEFAL 5.
SHAE I H () Iz AR ) 5 ERE I T .

SRS, T SORBACE R 7T AR N TR B iR 5545 55 7 T 2R B
B, HERMREAE AW . (HEH TAURBOCAE R, T Re i InisEa (s
B BB RN it — BRI, SRR B 5
ZESET, MRS R EHELE

(3®) ZHEEIHERIRF

TR SCAAE BAETE CFRE AL BARAS 277 0 H 5 BR 14, Bkl 2 5 5T
BN ZESEYE, OFEE. BIUE. AT RS, N2 4EERmEE A
FHE IR AR . ZRESTTEMUEE 7B ARG BE, WOREERK
Bz AR5t TR RE.

ENAGEBFBAE ST, Gan 58 N7 H — Pk T Z0M- 224 228 1)
E2 FOS UIEHIE eV RIS N R S NS S NE D 6 - WAL I I RS 1Y Y64
52 2 AR BIS Rl G SR ESEHL . Shen S5 ANOOMESS $& t — P& & & AURHAE
H5EF WA, MARTSEPRESE S CAGEEME T 12
BN SIBAL, FRE Tt 17— XRS5, 438 GRU Al
BIiLSTM X & S SCABEAT AL

BRI &4, MG ANEGEH P AT A, DR EEEE . Huang
G NIOUFRH — P DUOSCA N £ S 2SR IAESE , it s i i & AR ok
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>

MUBERFEE N SCA R, FHiE 2 2 B8R & oS IR ZRERZ B . Tank
NI B S AEAS ERCE N H KBS SRS 2 BSR4,
AT B 5 7 A 5%, HT TS ™ AR (PHQ-8 700 fe 3Kl
il Hu Z8 NUOSHE H —FhRha B P SO 5 EUE R 2 BAS sk il 77 v, 8
[RGB E TS EE R, 50UARREIL [F 5 A fl A 5 A3 AT T

BRRE, ZBSIACEN T AR 7 SCARBR R —A A, R I
ER R AR T T A B AR, %07 MG B A s 2l
XML RS BRAR,  ARRAH FU AT 1 — B IR R PSRN AL 5 G — 18 S (Al
AN o

@ FIRRRERIINAR IR

b N T8 BEAR IR AE 12 U R FH B MR N, ATV TRl 22 4 1 A AR A2k i)
2RO 2 OVE . AT A R R, AR BAE R T T R R 48
HEHERARYE ST R R MR . Rk, CAM PR REIRF B A R 1t 1
% BFEGINIERPRES . FEE L] AE 28 @ DL R R B R B RO BT .

Zhang 55 NWONHE HH — P ARG RS % 2] R4 (Deep-Knowledge-Aware
Depression Detection) , 18Il G AR SUR AR 5+ S AR S 7 78, SEELAM
AR RS FH P B S e DR e . i 0 DME B ARG TR NHESE, 51
QU AAERHESE S Y R th /R A, 327 1A A IR A P Sz A e
77o Lan FE AU $2 H —Mpgh & & 52 50R 5 R00E 5 A8 A AR R I & 4t
DORIS, FJH LLM XJ FH 7 SCARBEAT 2 W bR AEFRVE 15 28 S 008 i A5 5 47 224
B, IRRbE % G0 0 KA LI U 5 A FE . Bao 55 NUHR HY Z %L T Transformer
IR AL B AL, DL SRR AE A A8 AR SCAS A [F] IS AT A E R A I 5 3 2R 5 T aC
R ARG, BRI Mg — PR @R 3, JFRR T KI5 R
FH I N . S OSER R AT R, i AR S Im ARCRE R — B E SR
B A A SRR

MWEERFEHART, AR AR B FE AR BT 32 A5 8 11335 BH 2 A0
TR, g OB R N R A T RS A B SR, H BT m) AT T A
BARE AT =5 TEAS RS PR, AR NN SR B Y Al iR 1t 5 A
KRB — B AL, RS Z A R AR S strb B AT 3R PR 7T

BN 53RE, AT AR 7T B R AR =Rk BT SUARRITT
%y ZRREITESERTTE. B —RINE A& BRSSP,
T I AN R BB R PR ST O, G, T ORISR B AR A IE
X EERAFE R, 5T%E, EHTHIRTEERELOCAAFHHA G X
— R R RETIESRENRERE ), B SR T WA R T SO A5 IR B AN
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SEHfARRE 1. ML S RNN/CNN 2244 2] Transformer FURHE F M AR, UK
J7iEANWTIE SR 5 5 S SR S A Re

Hwx, ZE&TEEd I ES . BB T 5SS SR —SORAE
OHDRS B AR . XRTTEE M 7 @, am A R 2 (B
T[RRI PP AR o 32 AR FAAE TR RS B A B A6 i B HA 4 2R 1)
JRFNRE I3 9, (EAEBISRITE . Bdm ek AR TUARSE T AT T Pk ik -

B, AR T VRS IR TS AL I 32 W 2 55 I R AT P, s xof ol &5 R
R R 5 N R AT RE s o IXROTVEZ BT N SRR AR B
S el R TR AR, AR e AN R R . ERRAZ T R AT T i AR —
ES e R 17/ < 2 o et = v s 3 L 1 (S = S Sy VA S RS W S B T = A s R

BERE, SRR SR B M S A AT R RESERE SR
P, ZHETTRIERKIETENE, AR TE R GEES T AR
Rt — PG =AM ERE R PTRRE AR IR A RSt
433 REeEERE

BORNG ES HTVE R B AR TE 5 AL BRI B 22 2 J7 1), HR 2 1 S MR
s AUIRF R FAIRE A [ R ) S X 2 B AT S5 5%, BRARIR 7R
ZREE, MR TILSERR R E A . MEORBEERE, BIRE S AT C
MESHE RN 5 1 $L 0K B, 3B K AT I R B IR B 2 SIS, R
FEMMAEZFEE T, EE SCRAEFNESAR T 15 BRHIE B4Rk
JERHE FEAS R3E TR, R R AU R IR ARt A R A

ARG PE T T A7 IS O B SO R R, R T AR KR
R FZ R, BN, EXT L EAARES, AT A5 T AR 87 1,
Ay RGNS AR R U A T St 2% .

(1) PRI I 7Ok 505 B RRE S BRI mdRE, LR LR
BT IAMEAS E SOE, EATTRERIN. TS ATEORIRS, e S R AR AR B T R
12

ZIEE AR R & . S ET IR B 9T 22 O v SR B 42
MR R L 518 5 4t SCRTERIRES E, SEONABEERE S
ARSI IR o AROR TR H S 28 T IR B AL AL . RS A

FHRAESS BRG] S P AR . IR S5 e ER . BIEMES . RINGEES
FEAEIRZIE SOOI CHmikUR 5 (5 B ka B XN FRak, #5840 Ifil o] gefa & B A0
PR, AHAETET R 2R AN MAAE S, B 7B ZMANERR . KR
IRAIRZAT S [ I HOBC R

108



R SR AR SR E R A . KR R IA A R BN A X 1 T SR ST 1)
MBS (ke FEE = ARNR. RIS |, BIUA AR KRG
. FRMEAL S ERIR R B .

(2) PR Z IR A 70K R S IS B R 5 S "B AR RIS R A
BT AT AR AR I = AN BT ) R TFIR AR ZR

AR TSRS & SR I, S RTI 7 BEAR eiE 55 e RIS & BdE, R
AR /BRI 5 SR EA R o AR JOX — 3, AR JL R B R
WEEE S AU EAR, FFRET B S IMENF M RRERS, M
EHEARREMZIES NIRRT ERE.

EERFXR VN, MRS RHEES TR, BmEERET, HEF
(77 LA IR B e Rk . KRR THR LA B P URAEA, FIHRENE
SR ORIE AR . RN, TROSESISEA M MIRRIATE A, wid s )
IPOE7INY|EZ R PR Rty i

FERRY O R T T, W TR R A S A A B R, A R SR R T A)
AL R BRARIE SRR AT AR HELE . MU TR ENEIE B I THE B,
BB TS AR BV R N B 2 4E AT BRI R R, TR ORI 5 R B TS
.

(3) MR 7L AR BTG A K, PR IAE BT a9 =25
BT SR IR BT O R T

BT SR AMAR R 7 EAT SR A A AR B8 A, AR A AE T4
RIWE T WWESAS, & T R P BRES PE i E. JCHRER
BERINMEY 5, AR REGEHIMER I RERT, NCAREENTH
g 7. ARTTUMBZIES . 23010 2SI RIS AR fa ) £ o 42

ZRASERTMEE S BUR. AP ASEZIRERE, Sl 7 A4m
O AR, BAE SN R G BEE 2 B4 W s
BASRE PRI R, %77 R OO AR RE M B R 1, SRR F— 1
PSRN 5B URRTTE, KREOCHRSER ST ATHASG T HEE 2
ISAZER= AP

W& Al RGEBUBAT S 1)) Z R, AT ARREHIAR R 7 V28 52 1) 8
Mo 1Z77 B 5N OHERERPRZS . FER AN BRI S RIS S R
BEE, $ETH TR EE R S EAE R, RSB E A I PR SL B S J S Y
PRI . BRI R SIS T REERE, STt R SdE i E S5
fefe s BEASUREINLEI . R AR VP A R A S5 7 T TS AE AR 3B PR vt S
VERE 5 iR RERE T DR & BLAEH,  HES)AH SCHIF FE In) 3 55O R A R I 55 1 v
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4.4 THHZESECRBRIE S e

SR BT BT A5 B AR S LA AR RE I — IR KIE T R AR GDCA
SR B BRI T T S AL A IS SR8, EHME L7 5 AR LS T S Bl A Ik
HAE R, ZRIZSMRERE (MMKG) MIHIL, s soR, B, &40,
WA 22 W A, TR T “OCARARTE” WRBR, HEShE S R e BRI A A
AW EE S A En AR,

FERIR B E R, B SRR B A AR R B AT SEAAR TR A Aok R A EL,
KRR G 2SI FCBR S W S i IBGRAE . B AT N HIE s b A0 o] 1 B 1 4
PTG, MIMAPLETTIE “A5t. Iroc. 8 37 BB R0, X —id A
SRS T RRERE I GRIL, I sR T HAE 2B E T B iE PR R g .
HERERE LA AE T — Mt i FR R 77 3, {EATLA% B % B AR AN HE 2 42 %
IR RAMMES . £ TIHESS T, FHRERGH N H) 2 mige, G EAR T W E
ARG W RG . PURSCRPN HAAE 5 B S .l FniR S, HLasReis e
UGS B 80 2R AT, SRR T 1 R R 2R G ) R R AR P08

RS SCRERHITE 5 2 68, 3t — DR i S B4 B SRS B .
XM 22 1A R B A R AL BN B R SCAAE B, IERE S W s A3
DATNEZ AR, SIS B R ANRLE TH SORH . BRI 199, X fdi45
GAET RN, WHAERS. USSR, UASHEESE
SEARZ A BN T R o X PR B E— I — SR I I B bR B 1R S R BRI A,
LR AR LASE I Axtin . AEA A1 AT 58 0 77 SUBEL AR R e B 52 2 (1) 2 B AE B
44.1 ZESHIREENE

(1D FRE#

FIiRE G (Modal KG) PLSCAR=JCH (b, r,¢) RNEEARRIG, JEIESAWRG
R ERAMBG AR T =P R E A . B R SR T 9 5 1 IR AR 5
WordNet. FrameNet 5% 518, X fp “Ril—inlse” 77 AMHTE . Bk
BOBmEBERERR, BT BB IR, St e, miE s E
K Freebase S4EFESCANS 5%, SCILS5 I E H shFRiERY0); BILSTM-CRF 454
SRR, $RTE T eI SR ) BB R 00, [ R 28 i — 25 R FH S AR [R] 1
Wbk, sk 7 OC R R AR B, ERIE T R YRk 2T 202,
Transformer H4X, Devlin £ NP0 H [ g A 2588 1 KRBT 2508 5 B8, oK
FRAMHBUE S5 IR TT B35 ; [, TransERotatE 55 JL{TTHR N J7V54E Freebase. Wikidata
R T LR = e AT AR AR (A], O R R SR T v 78 B R I E SUSCRF .

FERM DAL AR B o R 1 WS RE. RGO IR,
Google Knowledge Graph 2k )5, F P B — ¢ i ol U 2 38 T FR0S), BT L 2.1 {2
T R T ol e R B A R R TH200), Zhang S5 N POTITEA L8 B PEAE 55 N 5000
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Ji=Jul, BLEU 780152 17 $#&F, Liu 55 ARSI TAE K-BERT $4 540 1 AF Bl K 2%
JEREAG

SR, SCAFRHS REeAREEHOE X, LR RESEME AN TZEER, F
BUNIA R R 5 IS BN B A7 AE AN °] ZB& 18 575 o Chen T8 NPOHEH, SRACHI
WA RBEC T NORZE S Yang FEANKIL, @b AR S MRS (S B R
ARG . Ji S S NS SRt — bR, EHIERE, TP, TR
RABFBFRLZHEE =, PESIIREREE R B R AL . HARE
THBSRRINA AN, M s B NeEZ RS 7S 1828 & U
o ERAR EUHE AR AR 3 AR BB A SEE AR BhA I B = W Jo ik Sk
HAFBEN R AR . B, FTROCARA T Biaoe. Wit 15 UE S22 EE
R BRSO T — M BAR R R SHERE I L SR IEFE

(2) ZHESFHREE

NTRABGNE O, 2R RS (Multimodal Knowledge Graph) Wiz 1 4= «
LG8 — G B AR 0 G W o S I AT S SO SO 21 [R]— = 4E 23 [
ZEAS MR ERE B S SO, BUR . ASE s, SR B AR R
(R EEFIATE SIS, RO RN R BEA S B R BB o LA OB AE T o i
— B HE SRR, s BT B X 4 “SER” AR KR SR OB
RELEUG Hanlsiflk GREBEFHEF770 Logo), FHABSBIASHERIRALEIIAS ¥,

RORME: FUIZMESHE (PLMD A MMKG #6148 —18 L dmiid e
o XTSRRI, PLM 8055 SR 55815 AR/ M . thihes
PSR 2 JCHE, Chen 55 ANR1OME W B TG 28 A8 SCR e, T Kao &5 AR
S HVE A SR EE = o R A o FE 5 B0 55 Li S8 APRUR 2R TRERT L
BT RIR , K AEE b 52 S BRI [ 5 R AT 3h 48 A 0. S I P 3
5, Sun 55 NPBIER FHIS 2593 2 ) G A0 B, SR B AT NI S5 iR R

FRaE5RE: PLM 28R 5t JUE A SE B, AR A 4 B A PEASE A 5
LSRR I H., BRI WK SN 3] ) B 5 B SR [R5 ok
HER I s St — B3R RIE 77, Yu S5 NPMG| NGt s BTN 25, A BR & ik
NEE B RIE . Li 58 ANRSIIGE S 6D 2 B8 E A 5 i & SO b T4
A R, BERASRREAR (XS RZAHEREE) K
A RN E SRR

WM ZASHEEE 2P RIER. SLBAAHERE, Wok2ghEl/EH &
W07 8 DA 5 73 VR B SR B P54 2R 1 2 R R TS B R e B, R
f2% (GNND FEIRAT S5 TR SEI 2 Bk o0 R HERE o A Rl IR HE O FH R0 5 B Y
(LLMD SEACHRHT A& H s, A RIS 5 B AR i 2k RS RRE S B e 5 (A
A ARAOR R P A (AT D .
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SR 24 11T 1Y) 22 A5 e R BT (1 6 R AT AR TR N S L300 17 e R LA A, K 40
RAKHR PLM SCA SIS AR 3 55 2], (s BRI HEAL; HIKRESEMEGK
PLM Z: ¥[8 16 5 B0 LASCI SRR ARG VTG REG, R fabr Tk R E
SEESEASHERLRE T, AR “RBICIL” T RIS TR IR A = TH 2 RS KA
TIYpE . R 2RSS “SOR-BIR” I E s B g, 456 B 4isE

(CoT) HiARMY RIS BIAS K FAEWT: BEMUNEEN: BIHERE (Adapter)
AR BAS TE 7 AR Cln Tl SRS A e b AR B BRSO D5 VAT SR A PR DA
MMKG FH SR #2058 LLM 2)56 CUnBES7 2 W 545 5 B4R 5 10 BED
HESIHLERN “CPRBEA-AT R FI3R. MMKG 1B PLM 3X3) 1 #5454 fil
EHEIBENRRRTE . BEAE BN U R 22 BOEE, R MBS SR R AL Ay eIk
FN-AERE- PSR — R AN 51 B, X — R AR A GRr, B 7 LR A RS
B BRI AT AR R — AP A R

T ) 22 RS MR T 1 R R THI G PRS0 A 2R AT . 90% DA PR AR R At
TSR RE T BA (PLM) XA A8 T4 2, Ma/ml P E BRHEAL, H
TR ST 2SI G B IE R S PLM S0 L T B0 LA,
EHANN, R IR 5, Wl R MR S YRR BLE: RS hr ik E
WSS HERERE ), SR XS B . A R I BRI, BARAE 0%
BAcdZ” T4 RN FFREE: SCAR R B EURT 5 M S5 00 1 1E 215 5 AR AR
B 1A AR ANE RSN (3 I N 2

AR RME 7 7 = J7 I A KRR . I 2 A O B S “ SOA- &
8”7 K AZMGERE g, 46 BYERERUR G RIS S R R HE T, IRBEMWARTF SR
B LT AR s BRASAEN: WITERCEE (Adapter) BLERAK AR 53T
AR Cn TSRS HoBT sk B R B PRI RN ), K JR e 45225 S A Z~F- 488 3407 S R
N SIHEREE ARSI DL MMKG ARG 284 LLMs ZJ5 (4
BT 2 W AR S BRI TR, HESIHLES A B B 8 R b I RS IR -4 B A
RIAER, RN R, PSP A R S LR as ST . B2k
FIRRRENE . AP K BRI HTARAE, JF AR AT 55 SRS 1 B AP Al Bl (s 2 8k
HEFE (SRS 2. MMKG IEiliid PLM 5 GNN R3] (1) #4464 i & 25 3 R
Foniie BEAE SN FEZEMMEE, FOR B S RRFEREAG Y R -HE P 1k
T RN EE, X EREEEAE . BIEE. PR R i A
W, SASCHETEHREHES SRS

(3) ZHESFREEREEAR

@ HEEML ARG

2R SRR (Multimodal Named Entity Recognition, MNER) & 7 [F]
BRI SRS B S 2 AR R, T ST iUl e v, JoFOE R THA8
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—_—_—————— e —— e — e — e —— — — ——

| BERBRSESUER (mestnEey | wetEs ||
S . =y T ________________ J
S CHEA || ams || BHaRs | |
| : BiLSTM | :Co-Attention ' :] Transformer | '

SRR | n | -
| xmEmaE | 1 it F -
I : Attention : : BIiLSTM | | ' : :
| ! I | I

: | Cross-Attention

J A
e e — e o o o o o e o . =
. BERFHAN CNN Object tag | |
| =T IN VGG Image cations
| BESHATS LTI ResNet ImageNET class |
| i Mask RCNN :
|
| )

XAKFE &ﬁﬁﬁ?ﬂf Visual conText,

Bl 4-17 2R v 48 SRR B ZEAHE SR 210

f£48 NER J7VEMOSCAS R 3, M SCAH BRSO BOCHESR, 5l AR
RS AT UG IX — 1) . AR, MNER B 78 3 2L [ S il 5 SR 5518
SEFEHLIEFF, LR T 25T BILSTM 52 T Transformer {1 KE A B 4. MNER
R4 N 9 B CUAR+EIRD S Bt o SOASH ) sk 5 1 98 5)) (i PERL LOC
ORG). HAzOHhMi . 5 . SCARSEBIHET A ZR K, BEEHHES
IR . AR ZE: EURH JE R X AT R R 2 SEAR Tl o FRiddih: ZHRAEk
BVMERA R &, BT R SR .

I TAE L BILSTM-CRF A4, BRZEM G RFESE 98 SRR o B fl& A Y
W P 5 DX IR AIE 53] 1) P2 S5 N\ BILSTM, Moon %5 AR H ) Glove 1] 7]
A AR JEREBA (1 ACN, GAN) Jgi#id BiLSTM 4% 3CA | R
X, BSWREHMEILER IR E, GARE X WE . SPisES] (GAN) #E—25%) 5%
KIS oA . 8T, BILSTM HKARMHUEEIRE JJA PR, #E LA 2 52 I SRR
Transformer F%#HES) MNER #EAFRYIZRIS A, BERT #) BT XEhA LR EE
g/ T BEIDCE PR . AT S5 AL I IS BT = I flG BERT SUANHIE S X 45
MUSERFAE, (HAR A 22 0 AT AFAE . ARSIl AT S5 A 2 RS OR
Zhang 55 NPISIGE HH R RS SEAA RS FE AT IUAT: 55, s i A 20 SGy3 SO 32 i - Wang
S NI NG iR AR g B 20tk UM, IO S5 ks, FL oaE—B 4Tt
HVPNeT #]H JZ AR 58 RFE ( Swin Transformer ) -5 X R AR Wi [ F 7 , 7E Twitter—
2015 bR EE, WAE 7 2R RS B RE.
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R 421 BEESHBSBRBGEIRR

WARFA LRt git) e s {795

A R 5 Y MA i, BERM TS ESR S, 1 BOURMEAER X
REPLT NER ecHal
J R AR ACN SCARBURIE ZERREUN . ZRESFHER  SORRHERTE AR
B

Transformer ~ UMGF  SCAE SCHIEMGIE CHHR; EHEASC MU RMIETE UAFLE
BT 555 Y EN SRRV LA e i 22
Transformer ~ UMT ZALF I A ZRESRE, 2R TSR RSN
ALY UL SCEE HE

AN F R — %K F BERT ShaSa) &, 11 B A B N 78 K
ResNet X 4FEEL Swin Transformer JZ R AFME, X %452 (Mask R-CNN $2H0)
AR G A GEIE S B B Rl & 77 20t 1 AT HPEHE 5 5 BAPH 2 0 T 21 v 21
Ui Transformer G . 1M 2 kiE = IMLHISEIL 1 BB STA token Xt 55, BRSEik
WAL, FRTI . O% RAMEEEAT S i@ =R ORE MR S A, R TSR
A

OEZ: Y-8l

5 3 2 H brae TS5 A STAS B 25 R Ak SR EE A E RS
R . T 2 A E B2 2 2] 55 BaIER & &, 2 200
Z RS IIRERE I A TR — . S S A 2 B I Fi e it 1
FLSER LA, XT AN FREAS 145 B AR B E AT BB AL, kAT 2 A b
771 AT B AR 045 B BT (6 0 41 75 B B 1045 B

1D EGEAE B

ImageNet. IMGpedia 5540 5 24f e 18 A2 G B ARG (1) 3= & ks, g
DRI B H i S AR At 78 20 AL A5 SR (22002200 R S Jeg 1 kb 78 A 2 A TR
B BTV LU, 8 T SO AR B, R s, @ik 48 2R 5
B AR D B4 PR 2R 5 SO S ARG B ) GBS B AT kb e, MRS B )
ol O B o B R N S B RER, B — € KRR . T BRI L
It g 5L 0 R ORI A P I BB ASESAE Bt B, soiddls iR R R RE AN ] 2280,
HEE 22 0VE RAE NS A B RHE b B8 A\ OB G RS2 B0 A 20m
B WRHIE RO, FUH I 2 R R I, XS LU SO S, fEIRE S S Il
A, BRI FEZ B RIEAZRHER# (SIFT). J7MtREETTE (HOG) 4§
FORIRI A B X PERRRE, EES SVM MLas o > SE kAT BIR R,
HOG+SVM 7EAT AR F A E LRI RBOR . BRI E [ 25 7] DL B K BB 5
B EE RN, R T ST SIFT SERESEURAE, iR 7 R EHURE b
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TAE.

FEEGRHESR I A FET, JE SAR R A, A BB BES RI R R R,
ERRFAE 1) 1) B R s A B A4 2 5l R IRV JZ N e . AR T
LeNet-5 £ T HAEAM BRI A3 7 HAEH SR, 4R E &
H1S 2 SEPRH o 7E LeNet-5 [F5EA -, 308 i 38 m 99 28 i VR B Bont & AR i AL £
VEAT AT, JE 2Lt FL R 1 BN Ze A m A S AR R & I 2%, B 424 AlexNet
ResNet. CapNet 55, X} BUE B FIRFESE I RE J1EAT 1408, MRS m 1 IR
WA HIRE R . A B T 2R CNN RS, AT DULE MR S A4 (1) S8 TR0 F US4
PERR

2) EEEASE BRI

A Z B FREREAT 7, P A 2 200 2 DLk i J@ MR S0P AE,
PRI IR SR ) — BB . KR A B 1 M s, w6 S Bl T E s 5
FE AT 9 STAS 13k 1T P A 8 R STAS B 7 VAT V8 SURAIE SR B . LA 2 B Jn iR B 44
AR, X T SCABS Z MO BRI IR 2 )8 T Hah i B, 2 AL
A SCARSAR B A AR A B A € ) g AT S E R b 78, FERL Ok R I H
WATY TR ESCAR IR E BN AR AN

3 ZHERREY

R T IT XA RN 2T BT A B, TR E AR T RO, 1
IREES IR, SR IR R TT 2 M N B R os i m) &, JE s IR B
28 R 2R KA R 7, E Bl 0 N B8 IRRRAE AT $2 o £ 0 R B A 7
AN, FHRRR S SR HIERESS 22— 5 50T DL H BRI 3R 7R 7 ) e i
DN REAB A A Ak B ) B [ B i ik — DA ROV S R R I &, 2B ROR Y
> B ARk MBS AT BAE GG T [ R i o A Z2 80, R ORAF B RE E 18 1)
TEE

1D XAESFER

AR IO R B EAR B ITTHAT RN, R )5 A& M 2% 7 =) 1h 5 A
SEMOCARHE, ) F A2 X 25 10 4 H r) SR SO R . B ke
7~ Conehot) HAiA], FEAMEIHIFR R AR Sz KR 51, AR TX AT 207 (B 446
BOR, IF HASRE AR (8] (RE SOMAME,  [RI A7 A2 B A Ir) o i 28— A fel
FH 4 28 I 248 A58 2R 15 28] 1) [ A Dy ] ) o B B ARARRAIE: FA) o 28 ) 24 = SB35 1] .
PIRTIR AR 2%, DL T A1 AL IR 2 2% (Recurrent Neural Network,
RNND, #lanKFER112M %% (Long Short Term Memory , LSTM) A HAF{A,
Devlin J 25 \122214 ! [¥] BERT HA7LE RNN BE4F [ SCAEAPOR, BB RNN
SR 3 B SCARHE SR BT s

2) EBRESRR
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B RAH 22 W 28 JE AE 22 J2 AP 22 0 2% ) B it A JR A6 SR Y et S0 P 48 Tt g i) s 1
(R — PR BE 52 20 53, AE B ACHE EHUS 7R RIROR o ISR TR 2 I8
ARH A JE LK R EERE T B3R &1, B 55 2 AR Bt w] LA SCASR R R Y
RIS SIRESR MM, TN 2 ST TS 1 A 223,

3) FERSRR

H AR TP I S DA AU 285 A7 A I S A AN 20 i 75 T o s ) £ kS
PR WHHEPE D PR & B S NSRRI H RHIE . DRI, Rl Rpf
HEARK L E OV A, ISR E 515 5 A 1 S I R R SR Sy
LR . & A5 5 AL B AR O 0 B AR e . 2R Ik AN B 73 M . (R A
SECE, B SRR EAERE S HA S 2IE B E RS S BRI
JRiTH » TAFIX P A M, Baltrugaitis TDIPIE A0 75 2 3R HEE A N A6
AW

Befr (oint) Ras: KA AARHESIGE . SORERBSRAEIL R MU 21— 3k

ZHE A6, MG 2SR

F (coordinated) FiR: iEABASIMLBENS BT 200, FHHEEMRK

ML (At B3 R BREAR BB RAG) DRAFFES LA TE C— 30, Mo s

Rl AR R AL o

RS S D S 2 BRI A 1 AL AR, SOR BRL A
HR A BRI 257 2 B R i A S ST B S R 2 BAS 3RoR 2 2] Sk @ B 3L = 45 1]
PR 1M o T TRAE 1 22 SRS 52 20 D5 R R 1 A 5 A AN SR A AL 3
ANKAE X =Te LIV R X EWRE R SR I 5 R R . SR, FESE
brigsrf, SRS ZRCSE R, P USRI A AR 2 . TS
I Z RN 2 7 s 2SR BV RIREE P i — S A K, AT
CNN (5 2RI ZRFIR B BIHRN , A8 58 0 D 4 1) b ORI T2 R 5 7%
(EX PR AL BT IR 5 BN 2 SR B AL G % T RS HIR I h 7 4
RIS B SAR S VE R R, RRAEHLRFE WL E, BN %455 DL E R
FH LR T 105 o AP BB 2 ) il R PR S A S 4 4 SHRs BB D R EBORT 5% 2R
RIFRBE SR I A B, IF HAFAEBE B TR 75 2 T R — A S B r)
TER SN SIS | BTN 55 AR RORAR I 1 — %€ AU SCHF

OF2: 5320823

SKAAEES (Entity Linking, EL) 4552 fi5Rt 45 € B il UKD S A4 G
2 30 S VR L o R I (0 S AR o FEE A REAR R AR TR D 45 1 SE AR TR AR ik
P AR SAR N R, SR G AR AR BAE U BORE S A B2 38 IE A R SEAR G R o 7R
TSR A 2 SRR B (R 2 AR A AE (R SOARSEARIS B 2 5K R BT L
BAFAE LR BB DL A SO SR B 1 00 R G BT 2R SR R
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AT 2 S SR B R A 2 B N A 2 SR S UM R o= 2 2 I 2 Ak I
T I RANRSR ISP . A RCNNs $EH MG A S0 RFAEA ) 45 /)M
WESCAR VB, A8 RIE R I 0L RENS J8/Ne 2, (BN TS B 22 RS R BT
R X 2 | 2250 2 K AR SEAR IR AR R BILATS T W P 7 A B 6 7 A A2 AN SB35 4L
A TE o BBk

(4) ZHESFRBERE KRB

ZRS TR ETE BOR AT DUIRSS T8 M, W40 2 B2 SEAR SRR RO TT LR
MBS B FE SR, BENET I N ORI PR TR SR s T
EHE A DA 2 SRR EE, S IA R 2 SRR EE, IS ER
AR E NN SE %, FEvm Bm LA 2 IE . SRS A LR b o

O #EERS

RS RR R AR S 1015 B 5I AL L AR B, w] DRt 1 %s
MEAE R, RN AEHERE 2R Gt R DAAT SR HERE 2 S K K A g A v 5 3 1)
WA A 25 SR e, R SR A AT R S . H AR I S L J P mT DA 1 %
TR DA H 2 TRl A EL R 2R e 8k, FHP R - (04 S 4R R 8 e TR 3
HRR] DA SE AERR KSR IO P AT B R 5 2R o SR ) BB AN 8 R DI RIR &R
PR E R BOCAE ., Sun S8 AP RS FIREREE /1M,
PENEE — s 2RSSR B 5N RS TAR A S — A 2RSSR B it
MNAEHUNHEREAR L, LA RR B RS0 Dy N 3 2 A 25 00 R P SR i 2 2 AT
RS FNR BT R R SR S 3] — AN B SRR R R B T A SR B AR &
HIfE R, R OREE 5 IS B DRI R C & o ARYE A% G0 A HERF S T A BT
JTE I Z 18] A UL BC 73 5 20 B RIR B AR OR B A S iR B i
I AR HL o

Q BHEERE

PSRRI 2 (Cross-modal Retrieval) & $8H| H — P& I EHEE N TR, 2
KR — B R, B0 BARRITHA RIS (k. B, &5, 1
AR Z 8] (R SCRE 22, FE S8 — B3 S5 ) o SIS B I AR AU 11 530 5 SR B A 0«
W an st FH A A R AH S B BN o 55 ARG 28 B8 4T RH R 2 45 SR (X 20 A PR A1
N T 3G i 2R AR B AN 25 R A T 1« 2 SRR BB RS RS R TR AR
(RN RIS, 0T SOAKS 2R Hh 45 R v B 52 I DG B 1] R 5% FR) AR o 25 JH A
BMEE, RS R B AT SRR A S 20, o TG e R, il A
FEAEFE BSOS R N R AT RFESE BRI gD, B AR TR AR ) 25 TAE AT A
M 32 5

O MIZE
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A FH 2B R B il o A RIS Bl BORSE, AT LASESD AR ER B ) AHLAZ
Ho @ AR E S 5 TR R GEREAT SR ERAE, fESebriz i, il 4%
IR, PLERRENS IR B2 B . B Lottt iy, A Bh 2 BRI R R E
TSR, A BT HLE o8 X B3 55 O BRAR, M B8 N B3 B B IR IK BBt
UR3E L 3 A N BRI 5 A S e X (58 A AT R i A, AT TR A A BT e
A, FORIANAZ ELRANE R B2 R MR, WHEH3HRE, SEERARE
WAGHT N BIEAS, BN s AL e 43 A, AEARRSR VTR A AL B
R EEAEH .

OF:2: 53 s

WU ImageNet &R WordNet JZ IR &5 H A EGEELE, B REWE IR
FEAS B B o DA FE R SO0 BUR B AT B B 2 S AR RS R
{10 i R A A P R 0 BB 8 i S I DA P AR A1 B SE A 1 T U R A 1R
P ) S R b, ANMERERE 0 5 IS H HEAT AR AL B 3, RS 7 00 M S LA
s 1A S5 K 1L P2 IRBRIEOC R o AN AE S RIE 27 U8 K A R B S E s 2R 47
BEEHERBAARLER NN T ZEEEEN, REEHRR . 5350,
22 RS VR B (1) 465 ot R SR s A A B s AR HE R r) i (R SEFH o
442 ZEESTPHEEFE

ZAASZBRHEEE M2 (Multimodal Multi-hop Reasoning Question Answering)
YERN TR GEIAZ O BRER AT S5, ZERBIANR R G BB UK, BIEEZ IR
FfE B, i 2 0 R B R O v BUE AR B R . 14T 55 R BUL = K
OoMERR: PSR O SF CAmE S SOARRI IR 5 EUR X B4R R . k%
BRI AR AL T G2 R A TR B TP i B D LA AT ARt O e (il B R E B S ) .
YETF BRI RS . Bl HE BRAS AL 38 i 1n) &5 53 i S A7 PR A A 2
Yang &5 NP2 K ) MMH—GNN ¢ B SCER @508 F A B, I S BLATH Bk
BBTE WebQA B4 SEHL F1 $27F: Chen %8 A28 1) DEVIANT NJ5E X 7 2%
JRFHAE GLIE/SF AT RS, SRR AT AT, EamiiiEse
TAT-DQA F#EfRIETEE . 77 E B R SR 5L eSS, |
AN TR FBOZ A2 R . HET S, ACSH P EFEA (LVLM) R
FH iy 21 2 {0 T SE LRGP, Zhang 55 AP LLaVAR FIH LoRA &ML &%
AT RO, 78 12 MESHEUE T EEREREA. REHRELEE, Z2HE
22wk e 2 1k AT T W R S AR R LU R 1R . TG AR S

(1) BHEA L PR A 2 B O XS

O BRSO

B LA 7 LR 3 74 R 1D B 0 S A RAE A B0 622 01
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75 S (T AR O RE AT 1% B B o SER OB s 36
Seoe e S AR RSO0 Transformer JEMEHR. S0k EHEERHER Y
BIF R AR s FUFIVE R S 2 W -5 “ i35
%7 SR T2 PR LA 1 BRI B, R
U B LR ZEMRRLAS I 0 5 A0 . HEAT AR 05, T DA —Fh it
A 53— FRBLASHO P o BT BIMRLSE Y25 1 3 BSOS, SRR S
BUR. UL B, BEREASTE SR FEERLE N . 3020 0 B S 2 4
LIRS REEVCIE, MTT SCRF B2 R . B ARV SR TP AL 2 A 8
AR RS, — ELATF IR B, R SR E XA, AR B L)%,
Ve SEGARNEJE R AT A T SUR T B AR 2

1) SAGRLBE: (GRS SRR KRR, Dl —— T

2) AR (EIRAER . S SR, B 5 %k

A

3) AREENEE: LUK AR R B EL B B R

WS bR B T LUHESD TR AR b REAS BT (02 B TR R S

B GV U F— O T8 R4

QFIF LB ENRE

A2 B2 (Dynamic Multi-hop Path Construction) B EFFI. 4.
FROREA I EIR A A T, AR R 40 € B SN R 2R IR 2 2518 kAR, 1 &
GREEIS AR SRR BB TE R “ SO B HER . A O pL A
i WA TEERME: BT IR, BE R 7 e B 59, IR
FURAIEAE “HAuiimeft” TERIWN; 23518 ikl R RS S 8 n] 18 R E
SRR R A R« SER-OR R-SAR T B, B ER TR R — 20 B R R AE )
APIREFNE . Zh& 2 BRI AV AT R 2 BN HERE ) “ i AR 7. — B
PRI, MR SPAANTEIN, W ELIN, RESBORR . Hishas 2Bk
FRACAL (P

DSERFERA: 1R B B SRS B B R, BRI TR AR E

DHEEERIE: 2 BMrIEIERIIGK, FTAERE SR,

INFEERER: ARG, BPhREMZ R, RABERERHAMT

J& o

Q) T AR {5

AR LR (Explainability Assurance) &fRTEEEIEAS. ZBRIERLEEK 4,
R USRI NS AT B . MLAR AT EE . RE T H) R R 80P urds . H
ZoOAUE LSS IR FEPTALAY, T8 P v A B O AR, AR Y
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P EBRAE RS B S8R 3R L 1l eSS R SCESAREE, M A s /MILBh A Bl
BB, B0 AIE 2 S B A SR A I BT g L R R R A U AR s — B AR, Sl
WHARFN] . AR T alifs A Bas 7 22 BRERAS I A — Bkt o w] Sk )3 B
YAk, FHIETERS . ATARREVEOR PR N ATE 2 AL W27, — iR
KREMSFBOCERIER R, WELEKETT, RETLIERSSGE. Yl et
PPk bR 2 A2

DNRIZERE: ®4BESRAE S N R EHURT 512 B UL

PAEBRR: Bh=Z S —febrdT R, ERR G, HE.

INPIFT: NS I BIR O RS, SEUEE .

o FIRPRERAT DL TR, RGUGAE S XK S b S At AT EE T TSR I SR SRR
i, NREIETT. TUEFE LN F B E SR B

(2) ZHREFLBE

ZRASESLZAE (Multimodal Fact-Checking, MFC) feAIH SCA . EI&. M
A BAEZ RS S, A I IR AT ESE A E 1 H B b AR . EARE
AR SR 6, ARG R DUESCORAR, A E e B AL, B
BB NZE DR R TR R 2 BRI E BT AR, HHRRAE
A BRI A 22 U A PR R AR SRIESE, X ee E A E S
PEA AT AR E o SRR SS BB RTINS B L A RIS . W B SR IR AR
R RRE AR . RS FE IR AEE S =P,

D) BARLI . MG BB e AL 7R E A RIS

VEERE R 7EES LA R R BT U 48 v A 8] 5 2 A G I ST . & A

B

DB EGRRE: Wb E. BRECRE e, JE R RS E IR . A

AN B IR S AT T ) HE R A

MFC 7] F TH A AR UE 5 BT B s e RS 7 VEREE, B om
{E AR BRAR N A B 46 e i 2 IS 8] - 2 4t ] 38 90 F) )R S B . MULLER-
BUDACK %5 N [229155 J iy 44 SEARBE R O A SEAA, 1S 1] BRI =R IS 25 ]
Jv s B S5 T AR B AR AL 56 B 5E 5 1207 S8 AU ARSI 2Rl BT A 0 it
B BT %% Chen S5 ANPBURH “ZhA RSB F 20 & HbR” M2
MEZE, MEEAC R 2SSO SR AR SRR 22 /£ MOCHEG ##54E b
() B SE 1 4 R IE R 32 1« Papadopoulos S %5 A2 ) RED-DOT 51\ “#H2%
WEEAT I ” AR5, @i “IEdE E AP ES A& +RED 18”7 7 NewsCLIPings
YRR SR T, A A AN VERITE _E{REFERYE . SR 2SS
EAIRME R BB SR SRR AL, — X B = i AR AR A2 it
BORFREETH 55 Pk
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(3) S FHER

ZEASN R (MTR) BAEACFEAIN ., AL BRI P IELL B I 5l a2
e TP R IS R 4 2 SR, 10 I B ot 5 S AS S O R HRE B, i R A ST ] Y5 AR 1 A2 2% )
A 5AOGER EE LESAES A, MTR iR @B i & A DL A dnder
B . HAZ TS TTHPN = m: — X5, BIFEAFRRAER . AR LR
P A B ERR — B — S LL N Al 2l R R AN, MRS H
Ao 22 TR sk ] ERT SR, o JER DRI -3 g -85 5 7 (R A R s =t N AT UK SR
PR B HE 0 ARRAS SR AT T CanfliA& g R A amflivh), e £H R
HE1eWr Can=EHOAR D .

2B PR I =R A P . BRI R fEk. F WKL IR
MG IEER AN RE BV YIEIR, A EX ST, 5B @ R
RIS (] R b o HUGR KRRAR E 8: HSE (R R 60 AP, &4 RNN B
Transformer F¥F & U 38 320k, T EOCHOR 2RI o 55 /2 BRI s/ E e -
VIS IR T T e Bk ) S5 30 R R 2RI TRl A, 5 e B KAt B 3 T

NNRE ERBRAER, SRR TR RN @A HESE . RERHER X
BB MU 3D-CNN (i 13D) il U 232 5 AR RFAE U Carreira, T 25 A\ [233]
PR T R EIRA LSTM—CRF BRA &8, MRKEEA B &4
155 WiEt Mel 4t ¥ 5 Transformer bt SR 7. H 2 B BLS X 55 FFH CTSA
SFERIRR S RRRASHL, RSCARHEAE Cn “HITTCH ) 96 e ZAUNEE N il S £ Jik
AREME I Z], RFHRZACT 0.2 10, [FINAEBYShaS N A AR (DTW) RS [H]
FEIR . 41 Google Research i H 234175 JZ I [A] HEFE 5| AT 755 A o

(4) ZUERESHE 2 BhHEE &

ZAEYE LR G 1) 2 BRAHE P 0] 25 R R 48 73 BUAEAS [R] SRS  AS RIS 14 IE
B, dd EE B A S E R, RS E RIS MRk, 1%
YOREY 7Bk “RR-PE T B, RERERIEE “X ARl Y BORTE Z i
M REVERERN? 7 RRFEE B BEARIENE xR . iz o
R TRIME SR, W PSYRIEYE TAh, 22 AR DR B SRS R 2k S B vk ]
EEell: SRR, Bl RO R B, DMET ATERK: X
FEEbr ek, R SRl 7RSS m R st e S SRR A nT e WK .
Xu H FEAPSHEHE LOG BT EMIR Y 7 “F %M V 557 (Pointwise
Conditional V-Information) f&¥x & 7£ &0 B 518 SORY Fr B fie 4 T 25 22 145
BOTHRE . 2 AR “RE-2 R A U R R A S gk ik 4 AT 4
K BE I DTRRFEAT 43 R, SR FEA 8 BRSO R ] B AT AT Al HEBE (22 R
£ HotpotQA-full B #i £ |, LOG BEFET VA A v iRt . ZUERLEA I
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2 HEHERR )2 DAL “ R R-HEE-R T o RiR R . LOG 5 RERi 4 R
R, RO S AR — S A AR SR T R TR A S

LOG [ RCR BRI, = B UEHE vk 04 4H 2 & 5 0 42 R B R A — Bk 1
520 A (RIS SR TH 20 UE 8 25 B 14 22 B HE B i 25 4 55 v Affy 3 N ml AR P P RO OR
BB . REE R, ZUEIRLEE I 2 BHEE R E U i 2 phi: RIsHE
BACR, 2Bk, ZALTRHER TR, DUACHERE IR e S b i R O 4 o
ZREIRER G WA RO S AR AROR HOCAR . ks BIRSEA RS
RS, JRAELEIEA BT STHER . AR S e i SRR, AbBE K BT 3C
FRIRAR MK AOC 2, LA RO AR 2 45 R AR s MTE SIS ol R AR IR
FESTA Wy 2 iCE H AR IR < ELRERAN [R) Q0 - B2 ) ] fid e s A2 (A
HIRE SRR A H AR U B IE N 5D FEAE 2], AR AR A 2t
IER BIRFE Lol (AR VEHAD, BERREEE R SRS O T IR R
T RE .

2P 2 WEHEEE IR 5 IR R SR IR FESN A H A Rt R RE . Bl SE . BE RS
JITT 0 RE, F T 73R AR VR S B TR iy X R SR SRR SR Tl B ¢
AR RS 22 28 20 MR HE TR I 250 0 AR B TR v X e S Qs ) A o S 4
PR, HEBN N TR AE AR R BE A1 K0 B BE TR 2 R

443 /g
ZRRSTE R AR I @& SR . o W o i P el a8, IRaiE S
BRSNS BB\ MRT . A ORBEAIU N =510 — gL

B AIAERE (MMKG) R SBEATE SRR, o sefiis ik, — 2
PERIER FF SHERBERQH, KAEEZE NG SIASH [HE (DTW) K FHAE48
TEIREERYE, 46577 5N (Time-Chain) 54\ [F) 523 5 BhHEFE & AR
CRCER PR ALGEFH R D) =R TR . BRITSIraE g svgtth, il i 5 A
FieWi. ECG WIE 5 BLAR 15 FLUF 2 3 & TH RS AT S5

RKFH = KT INFIRE L, 455 GPT-4V/Sora SEELANAS IR BRI,
#:5h MMKG FF08 “IRA-HERE- 67 — K51 %, FREE B, Wit REIER
P FESE AIRE ST, SINBYEEE (CoT) 3B 25 DR SR W v iR, w13
PRl b, MR SRS . SRMERETES R R, L MMKG 23 LLM 4J
IR A S IE Bt . 0Bk B R (0% BRI U A g D) A
PRSI PEAGEEG, X SePh i TR @ A BE . VRS R AR, &R E bR s
PATBASHIAN, G185 AR B nTSE AR
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BHE HE5RE

2R, 1SR AR AL T RN ER AR A AR R (S EEE A O T B, Hok R
FEARHUE = KRS PR R AR LR T, SEREC T I AR R R, e
TRAR-ESE N FEHEEAE 77, SCEL A AR SO S KRR R A A L
TR RN, SRESEORME AR, EE . K& SELMPUE S g — &R
HEZE, NEEAFIBEE [ IR Sl 2R s 2, #0088 Ae il o R
SCHEECBEAR S 1 A B A 5 5 VR 23 B A0 w] fif e S B ) A B 2% L
W JLEIE S RV L. T 2 4 RAHESE, HESI PR “ S RVP T
“CARETR T FAR IS RSSO 1 AR AR B L AR R B R B =
SIS, B S B LB R A S AL B UK FEAE
SRR B AR 28 T2 507 R ) T i 1 i i 2 HE SRR &R, N3
5 &R SR AR SCR s BT E B USRS LA UHE VPG I sh A1 . B REf i
B, WS RHESORFAL A . ERlENUERTE, B Z0 R SPiE
SRR B H- - e A, W T RS e kiR
SR 2 AR R

JREEARK, S FRESIN RN YstiiE, alE i A A E DY K
A 7 TR N A g AE ARV BETHAE T T, A& KR S A (W1 GPT-4V/Sora ]
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BT, A ) RE 2 i 5 A DR RS T () TR, DU AR S SR AT 5 s S MR B R
RIS ] L. £ 3 L35t PRS00 5 T 0 R e SSUERE HESh 1 SCHE i & 4
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B/ AR RE L, B SRS S SRR T SO R, TR B
SCACHIR BETETH PR ELRE R 57 A I H SRS i Jie 15 SCARRE UG I e ZE,
ZEE AN AR IR THIR B I S M RE I A R S A P AR 43¢ (B B B S R A4
i A NS B VRS LB A LMV . A2 RS AR RIRALT T, K50 Pl
fifll, MR RS BIYE S B VE I SRS TR R, A 2 BEERHR I LA R
KAL) 5 B A A e O 3 Bt s RIS AE 22 0 BRRL 5 R RVRUE B L it A 3
el Wah A I TR, #iRaEN 5 e FP . EANANASHETTH,
L W] ARV IR G R W IR B AR R LI T, LR R R B D S RS
CAl T SCHI LA, RS DU I T O S SCAU R RE DRI AR 4t LS A
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QURTRTE: AIENLR A PRER, W SL . BdE AL IR S EHELR I AL, B
Lo st R ANEh, BISChrB A rp g s o By S s e U fml g o, 7 ReRs
RIS G YA AE A BB eSO 5 IR B A DR RE TR AE
HUNNARRARAL =, HARPLEAE B E, AR, JLREEE I
AIFFEE R o

125



[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

BIESE IR
Song W, Song Z, Fu R, etal (2020) Discourse self-attention for discourse
element identification in argumentative student essays. In: Proceedings of the
2020 Conference on Empirical Methods in Natural Language Processing
(EMNLP), pp 2820-2830.
Yang Z, Yang D, Dyer C, etal (2016) Hierarchical attention networks for
document classification. In: Knight K, Nenkova A, Rambow O (eds)
Proceedings of the 2016 Conference of the North American Chapter of the
Association for Computational Linguistics: Human Language Technologies.
Association for Computational Linguistics, San Diego, California, pp 1480-
1489.
Eger S, Daxenberger J, Gurevych I (2017) Neural end-to-end learning for
computational argumentation mining. In: Barzilay R, Kan MY (eds)
Proceedings of the 55th Annual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers). Association for Computational
Linguistics, Vancouver, Canada, pp 11-22, https://doi.org/10.18653/v1/P17-
1002.
Peng N, Poon H, Quirk C et al (2017) Cross-sentence n-ary relation extraction
with graph Istms. Transactions of the Association for Computational
Linguistics 5:101-115.
Wen J (2017) Structure regularized bidirectional recurrent convolutional neural
network for relation classification. arXiv preprint arXiv:1711.02509
Lan M, Wang J, Wu Y, et al (2017) Multi-task attention-based neural networks
for implicit discourse relationship representation and identification. In:
Proceedings of the 2017 conference on empirical methods in natural language
processing, pp 1299-1308.
Dai Z, Huang R (2018) Improving implicit discourse relation classification by
modeling inter-dependencies of discourse units in a paragraph. arXiv preprint
arXiv:1804.05918.
Guo F, He R, Dang J (2020) Implicit discourse relation recognition based on
contextual interaction perception and pattern filtering. Journal of Computer
Science 43:901-915.
Chan YS, Roth D (2011) Exploiting syntactico-semantic structures for relation
extraction. In: Proceedings of the 49th annual meeting of the association for

computational linguistics: human language technologies, pp 551-560

126



[10]Lin Y, Shen S, Liu Z, et al (2016) Neural relation extraction with selective
attention over instances. In: Proceedings of the 54th Annual Meeting of the
Association for Computational Linguistics (Volume 1: Long Papers), pp 2124-
2133.

[I1]Miwa M, Saztre R, Miyao Y, et al (2009) A rich feature vector for protein-
protein interaction extraction from multiple corpora. In: Proceedings of the
2009 conference on empirical methods in natural language processing, pp 121-
130.

[12]Wresch W. The imminence of grading Essays by computer--25 Years Later[J].
Computers and composition, 1993, 10(2): 45-58.

[I3]JHELEN B. AJAY P I T, PAGE E B. Analysis of Essays by Computer (AEC-
IT). Final Report[C]. U.S. Department of Health, Education, and Welfare,
Office of Education, National Center for Educational Research and
Development, Washington, D.C., Tech. Rep.. 1973.

[14] Alikaniotis D, Yannakoudakis H, Rei M. Automatic Text Scoring Using Neural
Networks[C]. Proceedings of the 54th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers). 2016: 715-725.

[15]Taghipour K, Ng H T. A neural approach to automated essay scoring[C].
Proceedings of the 2016 conference on empirical methods in natural language
processing. 2016: 1882-1891.

[16]Mikolov T, Chen K, Corrado G, et al. Efficient estimation of word
representations in vector space[J]. arXiv preprint arXiv:1301.3781, 2013.
[17]Pennington J, Socher R, Manning C D. Glove: Global vectors for word
representation[C]. Proceedings of the 2014 conference on empirical methods

in natural language processing (EMNLP). 2014: 1532-1543.

[18]Kitaev N, Kaiser £, Levskaya A. Reformer: The efficient transformer[J]. arXiv
preprint arXiv:2001.04451, 2020.

[19]Beltagy 1, Peters M E, Cohan A. Longformer: The long-document
transformer[J]. arXiv preprint arXiv:2004.05150, 2020.

[20]Devlin J, Chang M W, Lee K, et al. BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding[C]. Proceedings of the 2019
Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies, Volume 1 (Long
and Short Papers). 2019: 4171-4186.

[21]Yang Z, Dai Z, Yang Y, et al. XInet: Generalized autoregressive pretraining for

127



language understanding[J]. Advances in neural information processing systems,
2019, 32.

[22]Yang R, Cao J, Wen Z, et al. Enhancing automated essay scoring performance
via fine-tuning pre-trained language models with combination of regression
and ranking[C]. Findings of the Association for Computational Linguistics:
EMNLP 2020. 2020: 1560-1569.

[23]Wang Y, Wang C, Li R, et al. On the Use of Bert for Automated Essay Scoring:
Joint Learning of Multi-Scale Essay Representation[C]. Proceedings of the
2022 Conference of the North American Chapter of the Association for
Computational Linguistics: Human Language Technologies. 2022: 3416-3425.

[24]Wang J, Zhang Q, Liu J, et al. Making meta-learning solve cross-prompt
automatic essay scoring[J]. Expert Systems with Applications, 2025, 272:
126710.

[25]M. T. Ribeiro, S. Singh, and C. Guestrin, “Why should I trust you?” explaining
the predictions of any classifier,” in Proceedings of the 22nd ACM SIGKDD
international conference on knowledge discovery and data mining, 2016, pp.
1135-1144.

[26]Ridley R, He L, Dai X, et al. Prompt agnostic essay scorer: a domain
generalization approach to cross-prompt automated essay scoring[J]. arXiv
preprint arXiv:2008.01441, 2020.

[27]Ridley R, He L, Dai X, et al. Automated cross-prompt scoring of essay traits[C].
Proceedings of the AAAI conference on artificial intelligence. 2021, 35(15):
13745-13753.

[28]Sun J, Zhang Q, Liu J, et al. AES Model with Logic Rule Reasoning and Self-
Explanation Based on AMR and LLM[C]//2024 4th International Conference
on Robotics, Automation and Intelligent Control (ICRAIC). IEEE, 2024: 125-
129.

[29] McCabe, Allyssa, et al. "Comparison of personal versus fictional narratives of
children with language impairment." American Journal of Speech-Language
Pathology 17.2 (2008): 194-206.

[30] Schneider P, Hayward D. Who does what to whom: Introduction of referents in
children's storytelling from pictures[J]. Language, Speech, and Hearing Services
in Schools, 2010, 41(4): 459-473.

[31] Chang C. Linking early narrative skill to later language and reading ability in
Mandarin-speaking children: A longitudinal study over eight years[J]. Narrative
Inquiry, 2006, 16(2): 275-293.

128



[32) G475, 8. LEMFR KR ES T B S 4808 (3], 7 B0 B A
Z& &, 2006, 20(9): 572-575.

[33] 2, X POBEEE LEMFERINRREC]. B+ maE LA
221 2007.

[34] Pesco, Diane, and Elizabeth Kay-Raining Bird. "Perspectives on bilingual
children's narratives elicited with the Multilingual Assessment Instrument for
Narratives." Applied psycholinguistics 37.1 (2016): 1-9.

[35] Pico, Danielle L., et al. "Interventions designed to improve narrative language in
school-age children: A systematic review with meta-analyses." Language,
Speech, and Hearing Services in Schools 52.4 (2021): 1109-1126.

[36] Blom, Elma, and Tessel Boerma. "Why do children with language impairment
have difficulties with narrative macrostructure?." Research in developmental
disabilities 55 (2016): 301-311.

[37] Justice, Laura M., et al. "The index of narrative microstructure: A clinical tool for
analyzing school-age children’s narrative performances." American Journal of
Speech-Language Pathology 15.2 (2006): 177-191.

[38] Xue, Jin, et al. "Characterizing macro-and micro-structures of narrative skills for
Mandarin-speaking school-age children with specific language
impairment." Journal of communication disorders 96 (2022): 106199.

[39] Stein, Nancy L., and Christine G. Glenn. "An Analysis of Story Comprehension
in Elementary School Children: A Test of a Schema." (1975).

[40] Reese, Elaine, et al. "Coherence of personal narratives across the lifespan: A
multidimensional model and coding method." Journal of cognition and
development 12.4 (2011): 424-462.

[41] Kellas, Jody Koenig, and Valerie Manusov. "What's in a story? The relationship
between narrative completeness and adjustment to relationship
dissolution." Journal of Social and Personal Relationships 20.3 (2003): 285-307.

[42] LEE, GARY GEUNBAE, Heejin Do, and Yunsu Kim. "Autoregressive Score
Generation for Multi-trait Essay Scoring." Association for Computational
Linguistics (ACL), 2024.

[43] Heejin Do, Sangwon Ryu, and Gary Lee. 2024. Autoregressive Multi-trait Essay
Scoring via Reinforcement Learning with Scoring-aware Multiple Rewards. In
Proceedings of the 2024 Conference on Empirical Methods in Natural Language
Processing, pages 16427-16438, Miami, Florida, USA. Association for
Computational Linguistics.

[44] Khairun-nisa Hassanali, Yang Liu, and Thamar Solorio. 2013. Using Latent
Dirichlet Allocation for Child Narrative Analysis. In Proceedings of the 2013

129



Workshop on Biomedical Natural Language Processing, pages 111-115, Sofia,
Bulgaria. Association for Computational Linguistics.

[45] Jones, Sharad, et al. "An exploration of automated narrative analysis via machine
learning." Plos one 14.10 (2019): €0224634.

[46] Torng, Pao-Chuan, and Wen-Hui Sah. "Narrative abilities of Mandarin-speaking
children with and without specific language impairment: Macrostructure and
microstructure." Clinical linguistics & phonetics 34.5 (2020): 453-478.

[47] Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language
models." Advances in neural information processing systems 35 (2022): 24824-
24837.

[48] Shao, Zhihong, et al. "Deepseekmath: Pushing the limits of mathematical
reasoning in open language models." arXiv preprint arXiv:2402.03300 (2024).

[49] Jacobs, Robert A., et al. "Adaptive mixtures of local experts." Neural
computation 3.1 (1991): 79-87.

[50] Pearce, Wendy M., Deborah GH James, and Paul F. McCormack. "A comparison
of oral narratives in children with specific language and non-specific language
impairment." Clinical Linguistics & Phonetics 24.8 (2010): 622-645.

[51] MacWhinney, Brian. The CHILDES project: The database. Vol. 2. Psychology
Press, 2000.

[52] MacWhinney, Brian. "Tools for analyzing talk part 1: The chat transcription
format." Carnegie.[Google Scholar] 16 (2017).

[53] KOEHN P. Statistical machine translation[M]. Cambridge: Cambridge University
Press, 2010.

[54] JURAFSKY D, MARTIN J H. Speech and language processing[M]. 3rd ed.
London: Pearson Education, 2019.

[55] BROWN P F, et al. A statistical approach to machine translation[M]//Readings in
machine translation. 2018.

[56] BAHDANAU D, CHO K, BENGIO Y. Neural machine translation by jointly
learning to align and translate[C]//Proceedings of the 3rd International Conference on
Learning Representations (ICLR) - Conference Track. 2015.

[57] VASWANI A, SHAZEER N, PARMAR N, et al. Attention is all you
need[C]//Proceedings of the 31st Conference on Neural Information Processing
Systems (NeurIPS). 2017: 5998-6008.

[58] CONNEAU A, KHANDELWAL K, et al. Unsupervised cross-lingual
representation learning at scale[C]//Proceedings of the 58th Annual Meeting of the

Association for Computational Linguistics. Association for Computational Linguistics,

130



2020: 8440-8451.

[59] NLLB Team, et al. No language left behind: Scaling human-centered machine
translation[J]. arXiv preprint, 2022, abs/2207.04672.

[60] XU H, KIM Y J, SHARAF A, et al. A paradigm shift in machine translation:
Boosting translation performance of large language models[J]. arXiv preprint, 2024,
abs/2309.11674.

[61] ZHU S, DONG T, LI B, et al. FuxiMT: Sparsifying large language models for
Chinese-centric  multilingual machine translation[J]. arXiv preprint, 2025,
abs/2505.14256.

[62] GALE WA,CHURCH K W.A program for aligning entences in bilingual
corpora[C ]//Proceedings of the 29th AnnualMeeting on Association for Computational
Linguistics ,3-21 June 1991 , Berkeley , California. Morristown , NJ, USA :
ACL,1991:177 -184.

[63] THOMPSON B, KOEHN P. Vecalign: Improved sentence alignment in linear time
and space [C ]//Proceedings of the 2019Conference on Empirical Methods in Natural
Languagerocessing and the 9th International Joint Conference on Natural Language
Processing (ENLP -IJCNLP),Hong Kong,Chia.Stroudsburg, PA,USA:ACL,2019:1342-
1348

[64] ARTETXE M,SCHWENK H. Massively multilingual sentence embeddings for
zero-shot cross - lingual transfer and beyondJ].ArXiv e-Prints,2018 :arXiv:1812.10464
[65] Wu, Jiawei , X. Wang , and W. Y. Wang . "Extract and Edit: An Alternative to Back-
Translation for Unsupervised Neural Machine Translation." (2019).

[66] B AK B, Mt T, A% 1L 5, 55, 0 T A Al i 5 B DUB 22 AL &8 8 36 Dy P AT 1R A
DN LR 5 5H4#,2021,43(3): 13, 542-550.

[67] JIA C X, LAI H, YU Z'T ,et al. Pseudo - parallel corpus generation for Chinese -
Vietnamese neural machine translation basedon pivot language[J].Computer
Engineering & Science,2021 ,43(3):542-550.

[6817% )%k, Ji 2231, 7k i 22 R & 0 3 Sl U RFAIE AR08 XU ) T AR AUEE TH 559 0],
{5 8RR ,2022,36(2):58-68.

[69] LI X D.ZHOU L, J.ZHANG J A. Sentence similarity metirc between Chinese and
Laotian based on syntax feature J. Journaof Chinese Information
Processing,2022,36(2):58 -68.

[70] STACHME, A IR, 5 G a5 A M DO AT TR AR B ] 1 L
W H,2021,41(6):1652-1658.

[71]Conneau A, Lample G. Cross-lingual language model pretraining[J]. Advances in

131



neural information processing systems, 2019, 32.

[72] Aharoni R, Goldberg Y. Towards string-to-tree neural machine translation[J]. arXiv
preprint arXiv:1704.04743, 2017.

[73]Zhao Y, Xiang L, Zhu J, et al. Knowledge graph enhanced neural machine
translation via multi-task learning on sub-entity granularity[C]//Proceedings of the 28th
International Conference on Computational Linguistics. 2020: 4495-4505.

[74]Gu J, Hassan H, Devlin J, et al. Universal neural machine translation for extremely
low resource languages[J]. arXiv preprint arXiv:1802.05368, 2018.

[75]Li Z, Yang N, Wang L, et al. Learning diverse document representations with deep
query interactions for dense retrieval[J]. arXiv preprint arXiv:2208.04232, 2022.
[76]Sang Y, Chen Y, Zhang J. Neural machine translation research on syntactic
information fusion based on the field of electrical engineering[J]. Applied Sciences,
2023, 13(23): 12905.

[77]Dong D, Wu H, He W, et al. Multi-task learning for multiple language
translation[C]//Proceedings of the 53rd Annual Meeting of the Association for
Computational Linguistics and the 7th International Joint Conference on Natural
Language Processing (Volume 1: Long Papers). 2015: 1723-1732.

[78]Luong M T, Le Q V, Sutskever I, et al. Multi-task sequence to sequence learning[J].
arXiv preprint arXiv:1511.06114, 2015.

[79]Firat O, Cho K, Bengio Y. Multi-way, multilingual neural machine translation with
a shared attention mechanism[J]. arXiv preprint arXiv:1601.01073, 2016.

[80]Johnson M, Schuster M, Le Q V, et al. Google’s multilingual neural machine
translation system: Enabling zero-shot translation[J]. Transactions of the Association
for Computational Linguistics, 2017, 5: 339-351.

[81] Tan, Xu, et al. Multilingual neural machine translation with knowledge
distillation[J]. arXiv preprint arXiv:1902.10461, 2019.

[82] Gu, Jiatao, et al. Meta-Learning for Low-Resource Neural Machine
Translation[C[//Proceedings of the 2018 Conference on Empirical Methods in Natural
Language Processing. 2018: pp. 3622-3631.

[83] Rapid Adaptation of Neural Machine Translation to New Languages[C]//In
Proceedings of the 2018 Conference on Empirical Methods in Natural Language
Processing, 2018: 875-880.

[84] Nguyen X P, Joty S, Wu K, et al. Refining low-resource unsupervised translation
by language disentanglement of multilingual translation model[J]. Advances in Neural
Information Processing Systems, 2022, 35: 36230-36242.

132



[85] Brown T, Mann B, Ryder N, et al. Language models are few-shot learners[J].
Advances in neural information processing systems, 2020, 33: 1877-1901.

[86] Wei J, Wang X, Schuurmans D, et al. Chain-of-thought prompting elicits reasoning
in large language models[J]. Advances in neural information processing systems, 2022,
35:24824-24837.

[87] Lewis P, Perez E, Piktus A, et al. Retrieval-augmented generation for knowledge-
intensive nlp tasks[J]. Advances in neural information processing systems, 2020, 33:
9459-9474.

[88] BERARD A, PIETQUIN O, SERVAN C, et al. Listen and Translate: A Proof of
Concept for End-to-End Speech-to-Text Translation[J/OL]. arXiv, 2016,
abs/1612.01744.

[89] COMMUNICATION S, et al. SeamlessM4T: Massively Multilingual &
Multimodal Machine Translation[J/OL]. arXiv, 2023, abs/2308.11596.

[90] SHANBHOGUE AV K, XUE R, SAHA S, et al. Improving Low Resource Speech
Translation with Data Augmentation and Ensemble Strategies[C]//Proceedings of the
20th International Conference on Spoken Language Translation (IWSLT 2023).
Stroudsburg, PA, USA: Association for Computational Linguistics, 2023: 241-250.
[91] NOVITASARI S, TTANDRA A, SAKTI S, et al. Cross-Lingual Machine Speech
Chain for Javanese, Sundanese, Balinese, and Bataks Speech Recognition and
Synthesis[C]//Proceedings of the 1st Joint Workshop on Spoken Language
Technologies for Under-resourced languages (SLTU) and Collaboration and
Computing for Under-Resourced Languages (CCURL). Marseille, France: European
Language Resources Association, 2020: 131-138.

[92] WANG T, XU L, LU W, et al. From Tens of Hours to Tens of Thousands: Scaling
Back-Translation for Speech Recognition[J/OL]. arXiv, 2025, abs/2505.16972.

[93] DAO A, et al. Speechless: Speech Instruction Training Without Speech for Low
Resource Languages[J/OL]. arXiv, 2025, abs/2505.17417.

[94] RADFORD A, KIM J W, XU T, et al. Robust Speech Recognition via Large-Scale
Weak Supervision[J/OL]. arXiv, 2022, abs/2212.04356.

[95] COMMUNICATION 8§, et al. SeamlessM4T: Massively Multilingual &
Multimodal Machine Translation[J/OL]. arXiv, 2023, abs/2308.11596.

[96] Pang B, Lee L, Vaithyanathan S. Thumbs up? Sentiment classification using
machine learning techniques[C]//Proceedings of the 2002 Conference on Empirical
Methods in Natural Language Processing (EMNLP). Stroudsburg: ACL, 2002: 79-86.
[97] COMMUNICATION S, et al. SeamlessM4T: Massively Multilingual &

133



Multimodal Machine Translation[J/OL]. arXiv, 2023, abs/2308.11596.

[98] SHANBHOGUE AV K, XUE R, SAHA S, et al. Improving Low Resource Speech
Translation with Data Augmentation and Ensemble Strategies[C]//Proceedings of the
20th International Conference on Spoken Language Translation (IWSLT 2023).
Stroudsburg, PA, USA: Association for Computational Linguistics, 2023: 241-250.
[99] NOVITASARI S, TTANDRA A, SAKTI S, et al. Cross-Lingual Machine Speech
Chain for Javanese, Sundanese, Balinese, and Bataks Speech Recognition and
Synthesis[C]//Proceedings of the 1st Joint Workshop on Spoken Language
Technologies for Under-resourced languages (SLTU) and Collaboration and
Computing for Under-Resourced Languages (CCURL). Marseille, France: European
Language Resources Association, 2020: 131-138.

[100] WANG T, XU L, LU W, et al. From Tens of Hours to Tens of Thousands: Scaling
Back-Translation for Speech Recognition[J/OL]. arXiv, 2025, abs/2505.16972.

[101] DAO A, et al. Speechless: Speech Instruction Training Without Speech for Low
Resource Languages[J/OL]. arXiv, 2025, abs/2505.17417.

[102] RADFORD A, KIM J W, XU T, et al. Robust Speech Recognition via Large-Scale
Weak Supervision[J/OL]. arXiv, 2022, abs/2212.04356.

[103] COMMUNICATION S, et al. SeamlessM4T: Massively Multilingual &

Multimodal Machine Translation[J/OL]. arXiv, 2023, abs/2308.11596.

[104] Pang B, Lee L, Vaithyanathan S. Thumbs up? Sentiment classification using
machine learning techniques[C]//Proceedings of the 2002 Conference on Empirical
Methods in Natural Language Processing (EMNLP). Stroudsburg: ACL, 2002: 79-86.

[105] Rozin P, Royzman E B. Negativity bias, negativity dominance, and contagion[J].
Personality and Social Psychology Review, 2001, 5(4): 296-320.

[106] Ekman P. An argument for basic emotions[J]. Cognition & Emotion, 1992, 6(3-
4): 169-200.

[107] Wijeratne S, Balasuriya L, Doran D, et al. Word embeddings to enhance Twitter
gang member profile identification[C]//Proceedings of the International AAAI
Conference on Web and Social Media (ICWSM). Palo Alto: AAAI Press, 2017: 890-
893.

[108] Reyes A, Rosso P, Buscaldi D. From humor recognition to irony detection: The
figurative language of social media[J]. Data & Knowledge Engineering, 2012, 74: 1-
12.

[109] Sundaram V, Pavan R S, Kandaala S, et al. Distinguishing hate speech from
sarcasm[C]//2022 International conference for advancement in technology (ICONAT).
IEEE, 2022: 1-5.

[110] Joshi A, Sharma V, Bhattacharyya P. Harnessing context incongruity for

134



sarcasm detection[C]//Proceedings of the 53rd Annual Meeting of the Association for
Computational Linguistics and the 7th International Joint Conference on Natural
Language Processing (Volume 2: Short Papers). 2015: 757-762.

[I11]  Wilson D. The pragmatics of verbal irony: Echo or pretence?[J]. Lingua, 2006,
116(10): 1722-1743.

[112] Joshi A, Bhattacharyya P, Carman M J. Automatic sarcasm detection: A
survey[J]. ACM Computing Surveys (CSUR), 2017, 50(5): 1-22.

[113]  ARAT), 2 Rk T 17 4 52 S 4 0 WK AS U AT 78 2385 [J]. T SEATL S FH A9t
91,2025,42(04):961-974.

[114] Cai Y, Cai H, Wan X. Multi-modal sarcasm detection in twitter with
hierarchical fusion model[C]//Proceedings of the 57th annual meeting of the association
for computational linguistics. 2019: 2506-2515.

[115] Zhang Y, Wang J, Liu Y, et al. A multitask learning model for multimodal
sarcasm, sentiment and emotion recognition in conversations[J]. Information Fusion,
2023, 93: 282-301.

[116] Yang X, Feng S, Wang D, et al. Few-shot multimodal sentiment analysis based
on multimodal probabilistic fusion prompts[C]//Proceedings of the 31st ACM
international conference on multimedia. 2023: 6045-6053.

[117] Castro S, Hazarika D, Pérez-Rosas V, et al. Towards Multimodal Sarcasm
Detection (An Obviously Perfect Paper) [C]//Proceedings of the 57th Annual Meeting
of the Association for Computational Linguistics. Florence: Association for
Computational Linguistics, 2019: 4619 - 4629.

[118] Lukin S, Walker M. Really? well. apparently bootstrapping improves the
performance of sarcasm and nastiness classifiers for online dialogue[J]. arXiv preprint
arXiv:1708.08572, 2017.

[119] Oprea S, Magdy W. isarcasm: A dataset of intended sarcasm[J]. arXiv preprint
arXiv:1911.03123, 2019.

[120] Khodak M, Saunshi N, Vodrahalli K. A large self-annotated corpus for
sarcasm[J]. arXiv preprint arXiv:1704.05579, 2017.

[121]  Van Hee C, Lefever E, Hoste V. Semeval-2018 task 3: Irony detection in
english tweets[C]//Proceedings of the 12th international workshop on semantic
evaluation. 2018: 39-50.

[122] Garcia M H, Manoel A, Diaz D M, et al. Flute: A scalable, extensible
framework for high-performance federated learning simulations[J]. arXiv preprint
arXiv:2203.13789, 2022.

[123] Srirag D, Joshi A, Painter J, et al. Besstie: A benchmark for sentiment and
sarcasm classification for varieties of english[J]. arXiv preprint arXiv:2412.04726,
2024.

[124] Kim Y, Suh H, Kim M, et al. KoCoSa: Korean context-aware sarcasm

135



detection dataset[J]. arXiv preprint arXiv:2402.14428, 2024.

[125] Qin L, Huang S, Chen Q, et al. MMSD2. 0: Towards a reliable multi-modal
sarcasm detection system[J]. arXiv preprint arXiv:2307.07135, 2023.

[126] LiZ,Zhangy, Gao X, et al. Leveraging Large Language Models for Sarcastic
Speech Annotation in Sarcasm Detection[J]. arXiv preprint arXiv:2506.00955, 2025.
[127] Bharti S K, Babu K S, Jena S K. Parsing-based sarcasm sentiment recognition
in twitter data[C]//Proceedings of the 2015 IEEE/ACM International Conference on
Advances in Social Networks Analysis and Mining 2015. 2015: 1373-1380.

[128] Bouazizi M, Ohtsuki T. Opinion mining in twitter how to make use of sarcasm
to enhance sentiment analysis[C]//Proceedings of the 2015 IEEE/ACM International
Conference on Advances in Social Networks Analysis and Mining 2015. 2015: 1594-
1597.

[129] Bouazizi M, Ohtsuki T O. A pattern-based approach for sarcasm detection on
twitter[J]. IEEE Access, 2016, 4: 5477-5488.

[130] Hazarika D, Poria S, Gorantla S, et al. Cascade: Contextual sarcasm detection
in online discussion forums[J]. arXiv preprint arXiv:1805.06413, 2018.

[131] DuY, Li T, Pathan M S, et al. An effective sarcasm detection approach based
on sentimental context and individual expression habits[J]. Cognitive Computation,
2022, 14(1): 78-90.

[132] Potamias R A, Siolas G, Stafylopatis A G. A transformer-based approach to
irony and sarcasm detection[J]. Neural Computing and Applications, 2020, 32(23):
17309-17320.

[133] Yue T, Mao R, Wang H, et al. KnowleNet: Knowledge fusion network for
multimodal sarcasm detection[J]. Information Fusion, 2023, 100: 101921.

[134] Li D, Li Y, Zhang J, et al. C3kg: A chinese commonsense conversation
knowledge graph[J]. arXiv preprint arXiv:2204.02549, 2022.

[135] RenY, Wang Z, Peng Q, et al. A knowledge-augmented neural network model
for sarcasm detection[J]. Information Processing & Management, 2023, 60(6): 103521.
[136] Pan H, Lin Z, Fu P, et al. Modeling intra and inter-modality incongruity for
multi-modal sarcasm detection[C]//Findings of the Association for Computational
Linguistics: EMNLP 2020. 2020: 1383-1392.

[137] Alnajjar K, Himéldinen M. jQué maravilla! Multimodal Sarcasm Detection in
Spanish: a Dataset and a Baseline [C]//Proceedings of the Third Workshop on
Multimodal Artificial Intelligence. Mexico City: Association for Computational
Linguistics, 2021: 63 - 68.

[138] ChenlJ, YuH, Huang S, et al. InterCLIP-MEP: Interactive CLIP and Memory-
Enhanced Predictor for Multi-modal Sarcasm Detection[J]. arXiv preprint
arXiv:2406.16464, 2024.

[139] Bhosale S, Chaudhuri A, Williams A L R, et al. Sarcasm in sight and sound:

Benchmarking and expansion to improve multimodal sarcasm detection[J]. arXiv
136



preprint arXiv:2310.01430, 2023.

[140] Rasheed H, Khattak M U, Maaz M, et al. Fine-tuned clip models are efficient
video learners[C]//Proceedings of the IEEE/CVF conference on computer vision and
pattern recognition. 2023: 6545-6554.

[141] Zhang Y, Zou C, Lian Z, et al. Sarcasmbench: Towards evaluating large
language models on sarcasm understanding[J]. arXiv preprint arXiv:2408.11319, 2024.
[142] Zhang Y, Zou C, Wang B, et al. Commander-GPT: Fully Unleashing the
Sarcasm Detection Capability of Multi-Modal Large Language Models[J]. arXiv
preprint arXiv:2503.18681, 2025.

[143] Liu Z, Zhou Z, Hu M. CAF-I: A Collaborative Multi-Agent Framework for
Enhanced Irony Detection with Large Language Models[J]. arXiv preprint
arXiv:2506.08430, 2025.

[144] Jana S, Kundu A, Singh S R. Think Twice Before You Judge: Mixture of Dual
Reasoning Experts for Multimodal Sarcasm Detection[J]. arXiv preprint
arXiv:2507.04458, 2025.

[145] Bilewicz M, Soral W. Hate speech epidemic. the dynamic effects of derogatory
language on intergroup relations and political radicalization[J]. Political Psychology,
2020, 41: 3-33.

[146] FISKE S T. Controlling other people: The impact of power on
stereotyping[M]//Social cognition. 2018: 101-115.

[147] £ BRI S RALET M4 2 iR e E]. B E R %S,
2023(05): 63-75.

[148] R MR 5 18 BRI Rr R b Ha BRI (0] 8 = ot 7T = 1),
2020, 11(24): 57-58.

[149] BRI, WIEH]. MARIRF AR SHERT]. FELEVI, 2019,
5:1021-1026.

[150] Nobata C, Tetreault J, Thomas A, et al. Abusive language detection in online
user content[C]//Proceedings of the 25th international conference on world wide web.
2016: 145-153.

[151] Unsvag E F, Gambéck B. The effects of user features on Twitter hate speech
detection[C]//Proceedings of the 2nd workshop on abusive language online (ALW?2).
2018: 75-85.

[152] Djuric N, Zhou J, Morris R, et al. Hate speech detection with comment
embeddings[C]//Proceedings of the 24th international conference on world wide web.
2015: 29-30.

[153] JE S, B8, 5, & BT XPES A TRE R IIHIRA R
WA, THENLNH S53A4T, 2024, 41(01): 112-118+125.

[154] Mozafari M, Farahbakhsh R, Crespi N. A BERT-based transfer learning approach
for hate speech detection in online social media[C]/International conference on

137



complex networks and their applications. Cham: Springer International Publishing,

2019: 928-940.

[155] Barbieri F, Camacho-Collados J, Anke L E, et al. TweetEval: Unified Benchmark

and Comparative Evaluation for Tweet Classification[J]. Findings of the Association

for Computational Linguistics: EMNLP 2020, 2020.

[156] Choudhary M, Agarwal B, Goyal V. Hate Speech Detection: Leveraging LLM-

GPT2 with Fine-Tuning and Multi-Shot Techniques[J]. Procedia Computer Science,

2025, 258: 2817-2825.

[157] Wang H, Hee M S, Awal M R, et al. Evaluating GPT-3 generated explanations for

hateful content moderation[C]//Proceedings of the Thirty-Second International Joint

Conference on Artificial Intelligence. 2023: 6255-6263.

[158] Dixon L, LiJ, Sorensen J, et al. Measuring and mitigating unintended bias in

text classification[C]//Proceedings of the 2018 AAAI/ACM Conference on Al, Ethics,

and Society. 2018: 67-73.

[159] Zhou X, Sap M, Swayamdipta S, et al. Challenges in Automated Debiasing for

Toxic Language Detection[C]//Proceedings of the 16th Conference of the European

Chapter of the Association for Computational Linguistics: Main Volume. 2021.

[160] Ramponi A, Tonelli S. Features or Spurious Artifacts? Data-centric Baselines

for Fair and Robust Hate Speech Detection[C]//Proceedings of the 2022 Conference of

the North American Chapter of the Association for Computational Linguistics: Human

Language Technologies. 2022: 3027-3040.

[161] Vaidya A, MaiF, Ning Y. Empirical analysis of multi-task learning for reducing

identity bias in toxic comment detection[C]//Proceedings of the International AAAI

Conference on Web and Social Media. 2020, 14: 683-693.

[162] Attanasio G, Nozza D, Hovy D, et al. Entropy-based attention regularization frees

unintended bias mitigation from lists{M]//Findings of the Association for

Computational Linguistics: ACL 2022. Association for Computational Linguistics,

2022.

[163] Chang S, Zhang Y, Yu M, et al. Invariant rationalization[C]//International

Conference on Machine Learning. PMLR, 2020: 1448-1458.

[164] Kiela D, Firooz H, Mohan A, et al. The hateful memes challenge: Detecting hate

speech in multimodal memes[J]. Advances in neural information processing systems,

2020, 33: 2611-2624.

[165] Zhu R. Enhance multimodal transformer with external label and in-domain

pretrain: Hateful meme challenge winning solution[J]. arXiv preprint

arXiv:2012.08290, 2020.

[166] Lee R K W, Cao R, Fan Z, et al. Disentangling hate in online

memes[C]//Proceedings of the 29th ACM international conference on multimedia.

2021: 5138-5147.

[167] Pramanick S, Sharma S, Dimitrov D, et al. MOMENTA: A Multimodal
138



Framework for Detecting Harmful Memes and Their Targets[C]//Findings of the
Association for Computational Linguistics: EMNLP 2021. 2021: 4439-4455.
[168] Blaier E, Malkiel I, Wolf L. Caption Enriched Samples for Improving Hateful
Memes Detection[C]//Proceedings of the 2021 Conference on Empirical Methods in
Natural Language Processing. 2021: 9350-9358.
[169] Cao R, Lee R K W, Chong W H, et al. Prompting for Multimodal Hateful Meme
Classification[C]//Proceedings of the 2022 Conference on Empirical Methods in
Natural Language Processing. 2022: 321-332.
[170] Ji J, Ren W, Naseem U. Identifying creative harmful memes via prompt based
approach[C]//Proceedings of the ACM web conference 2023. 2023: 3868-3872.
[171] Lin H, Luo Z, Ma J, et al. Beneath the Surface: Unveiling Harmful Memes
with Multimodal Reasoning Distilled from Large Language Models[C]//Findings of the
Association for Computational Linguistics: EMNLP 2023. 2023: 9114-9128.
[172] Lin H, Luo Z, Gao W, et al. Towards explainable harmful meme detection
through multimodal debate between large language models[C]//Proceedings of the
ACM Web Conference 2024. 2024: 2359-2370.
[173] Hee M S, Lee R K W, Chong W H. On explaining multimodal hateful meme
detection models[C]//Proceedings of the ACM web conference 2022. 2022: 3651-3655.
[174] Hee M S, Chong W H, Lee R K W. Decoding the underlying meaning of
multimodal hateful memes[C]//Proceedings of the Thirty-Second International Joint
Conference on Artificial Intelligence. 2023: 5995-6003.
[175] Tahir W B, Khalid S, Almutairi S, et al. Depression Detection in Social Media: A
Comprehensive Review of Machine Learning and Deep Learning Techniques[J]. IEEE
Access, 2025.
[176] Magami F, Digiampietri L A. Automatic detection of depression from text data:
A systematic literacture review[C]//Proceedings of the XVI Brazilian Symposium on
Information Systems. 2020: 1-8.
[177] Gan L, Huang Y, Gao X, et al. Multimodal Magic Elevating Depression Detection
with a Fusion of Text and Audio Intelligence[J]. arXiv preprint arXiv:2501.16813, 2025.
[178] Tank C, Pol S, Katoch V, et al. Depression detection and analysis using large
language models on textual and audio-visual modalities[J]. arXiv preprint
arXiv:2407.06125, 2024.
[179] Bao E, Pérez A, Parapar J. Explainable depression symptom detection in social
media[J]. Health Information Science and Systems, 2024, 12(1): 47.
[180] Qin W, Chen Z, Wang L, et al. Read, diagnose and chat: Towards explainable and
interactive LLMs-augmented depression detection in social media[J]. arXiv preprint
arXiv:2305.05138, 2023.
[181] Akyol S. New chaos-integrated improved grey wolf optimization based models
for automatic detection of depression in online social media and networks[J]. PeerJ
Computer Science, 2023, 9: e1661.

139



[182] Skaik R, Inkpen D. Using twitter social media for depression detection in the

canadian population[C]//Proceedings of the 2020 3rd Artificial Intelligence and Cloud

Computing Conference. 2020: 109-114.

[183] Hussain J, Satti F A, Afzal M, et al. Exploring the dominant features of social

media for depression detection[J]. Journal of Information Science, 2020, 46(6): 739-

759.

[184] Zhou S, Mohd M. Mental Health Safety and Depression Detection in Social

Media Text Data: A Classification Approach Based on a Deep Learning Model[J]. IEEE

Access, 2025.

[185] Tejaswini V, Sathya Babu K, Sahoo B. Depression detection from social media

text analysis using natural language processing techniques and hybrid deep learning

model[J]. ACM Transactions on Asian and Low-Resource Language Information

Processing, 2024, 23(1): 1-20.

[186] Trotzek M, Koitka S, Friedrich C M. Utilizing neural networks and linguistic

metadata for early detection of depression indications in text sequences[J]. IEEE

Transactions on Knowledge and Data Engineering, 2018, 32(3): 588-601.

[187] Verma S, Joshi R C, Dutta M K, et al. Al-enhanced mental health diagnosis:

leveraging transformers for early detection of depression tendency in textual

data[C]//2023 15th International Congress on Ultra Modern Telecommunications and

Control Systems and Workshops (ICUMT). IEEE, 2023: 56-61.

[188] Teck Kiong Y. An initial study of depression detection on mandarin textual

through BERT model[C]//Proceedings of the 14th ACM Web Science Conference 2022.

2022: 459-463.

[189] Shah S M, Gillani S A, Baig M S A, et al. Advancing depression detection on

social media platforms through fine-tuned large language models[J]. Online Social

Networks and Media, 2025, 46: 100311.

[190] Shen Y, Yang H, Lin L. Automatic depression detection: An emotional audio-

textual corpus and a gru/bilstm-based model[C]/ICASSP 2022-2022 IEEE

International Conference on Acoustics, Speech and Signal Processing (ICASSP). IEEE,

2022: 6247-6251.

[191] Huang K, Lu H, Li J. Textual-dominated Multimodal Depression

Detection[C]//2024 30th International Conference on Mechatronics and Machine

Vision in Practice (M2VIP). IEEE, 2024: 1-6.

[192] Tank C, Pol S, Katoch V, et al. Depression detection and analysis using large

language models on textual and audio-visual modalities[J]. arXiv preprint

arXiv:2407.06125, 2024.

[193] Hu P, Lin C, Li J, et al. Making the Implicit Explicit: Depression Detection in

Web across Posted Texts and Images[C]//2023 IEEE International Conference on

Bioinformatics and Biomedicine (BIBM). IEEE, 2023: 4807-4811.

[194] Zhang W, Xie J, Zhang Z, et al. Depression detection using digital traces on social
140



media: A knowledge-aware deep learning approach[J]. Journal of Management
Information Systems, 2024, 41(2): 546-580.

[195] Lan X, Cheng Y, Sheng L, et al. Depression detection on social media with large
language models[J]. arXiv preprint arXiv:2403.10750, 2024.

[196] Meng W, Guilin Q, Haofen W. Richpedia: a comprehensive multi-modal
knowledge graph [C]// Proceedings of Joint International Semantic Technology
Conference. Cham: Springer. 2019: 130-145.

[197] JiS,PanS, CambriaE, etal. A survey on knowledge graphs: Representation,
acquisition, and applications[J]. IEEE transactions on neural networks and learning
systems, 2021, 33(2): 494-514.

[198] Paulheim H. Knowledge graph refinement: A survey of approaches and
evaluation methods[J]. Semantic web, 2016, 8(3): 489-508.

[199] ZhuX,LiZ, Wang X, et al. Multi-modal knowledge graph construction and
application: A survey[J]. IEEE Transactions on Knowledge and Data Engineering,
2022, 36(2): 715-735.

[200] Mintz M, Bills S, Snow R, et al. Distant supervision for relation extraction
without labeled data[C]//Proceedings of the Joint Conference of the 47th Annual
Meeting of the ACL and the 4th International Joint Conference on Natural
Language Processing of the AFNLP. 2009: 1003-1011.

[201] Lample G, Ballesteros M, Subramanian S, et al. Neural architectures for
named entity recognition[C] // Proceedings of the 2016 Conference of the North
American Chapter of the Association for Computational Linguistics: Human
Language Technologies, 2016.

[202] Schlichtkrull M, Kipf T N, Bloem P, et al. Modeling relational data with
graph convolutional networks[C]//European semantic web conference. Cham:
Springer International Publishing, 2018: 593-607.

[203] Lee J, Toutanova K. Pre-training of deep bidirectional transformers for
language understanding[J]. arXiv preprint arXiv:1810.04805, 2018, 3(8): 4171-
4186.

[204] Wu, Y., He, X., Zhao, D., Wang, L., & Zhou, M. (2019, July). BERT for
relation extraction: An adversarial training approach. In Proceedings of the 57th
Annual Meeting of the Association for Computational Linguistics (pp. 2215-2224).
[205] Singhal, A. (2012, October). Introducing the Knowledge Graph: things, not
strings. In Proceedings of the 35th international ACM SIGIR conference on

Research and development in information retrieval (pp. 1-2).

141



[206] Rong Z, Yuan L, Yang L. Enhanced knowledge graph recommendation
algorithm based on multi-level contrastive learning[J]. Scientific Reports, 2024,
14(1): 23051.

[207] Sun Y, Wang S, Li Y, et al. Ernie: Enhanced representation through
knowledge integration[J]. arXiv preprint arXiv:1904.09223, 2019.

[208] Liu W, Zhou P, Zhao Z, et al. K-bert: Enabling language representation
with knowledge graph[C]//Proceedings of the AAAI conference on artificial
intelligence. 2020, 34(03): 2901-2908.

[209] Chen, Y., Liu, Z., Zhang, X., & Sun, M. (2022). Visual knowledge graph
construction for cultural heritage digitalization. IEEE Transactions on Pattern
Analysis and Machine Intelligence, 45(5), 5794-5809.

[210] Chen Z, Chen J, Zhang W, et al. Meaformer: Multi-modal entity alignment
transformer for meta modality hybrid[C]//Proceedings of the 31st ACM
international conference on multimedia. 2023: 3317-3327.

[211] Kao K C. Enhancing CLIP Conceptual Embedding through Knowledge
Distillation[J]. arXiv preprint arXiv:2412.03513, 2024.

[212] Li M, Xu R, Wang S, et al. Clip-event: Connecting text and images with
event structures[C]//Proceedings of the IEEE/CVF conference on computer vision
and pattern recognition. 2022: 16420-16429.

[213] Sun C, Myers A, Vondrick C, et al. Videobert: A joint model for video and
language representation learning[C]//Proceedings of the IEEE/CVF international
conference on computer vision. 2019: 7464-7473.

[214] YuF,TanglJ, Yin W, et al. Ernie-vil: Knowledge enhanced vision-language
representations through scene graphs[C]//Proceedings of the AAAI conference on
artificial intelligence. 2021, 35(4): 3208-3216.

[215] Li W, Gao C, Niu G, et al. Unimo: Towards unified-modal understanding
and generation via cross-modal contrastive learning[J]. arXiv preprint
arXiv:2012.15409, 2020.

[216] LR R &1 .55 B a4 LR R 07 BT FE Rt R (1] 88 M K
2FEAR (52 0R),2024,45(02):60-71.

[217] Moon S, Neves L, Carvalho V. Multimodal named entity recognition for
short social media posts[J]. arXiv preprint arXiv:1802.07862, 2018.

[218] Zhang, X., Liu, Y., Sun, M., et al. (2021). UMT: Unifying multi-modal
transformers for multi-modal named entity recognition. Proceedings of the 59th

Annual Meeting of the Association for Computational Linguistics and the 11th

142



International Joint Conference on Natural Language Processing (Volume 1: Long
Papers).

[219] Wang, X., Liu, T., Li, H., et al. (2022). An Alignment and Matching
Network with Hierarchical Visual Features for Multimodal Named Entity and
Relation Extraction. In Proceedings of the 30th ACM International Conference on
Multimedia (pp. 546-555). ACM

[220] Deng J, Dong W, Socher R, et al. Imagenet: A large-scale hierarchical
image database[C]//2009 IEEE conference on computer vision and pattern
recognition. leee, 2009: 248-255.

[221] Ferrada S, Bustos B, Hogan A. IMGpedia: a linked dataset with content-
based analysis of Wikimedia images[C]//International Semantic Web Conference.
Cham: Springer International Publishing, 2017: 84-93.

[222] DevlinJ, Chang M W, Lee K, et al. Bert: Pre-training of deep bidirectional
transformers for language understanding[C]//Proceedings of the 2019 conference
of the North American chapter of the association for computational linguistics:
human language technologies, volume 1 (long and short papers). 2019: 4171-4186.
[223] Vaswani A, Shazeer N, Parmar N, et al. Attention is all you need[J].
Advances in neural information processing systems, 2017, 30.

[224] Baltrusaitis T, Ahuja C, Morency L P. Multimodal machine learning: A
survey and taxonomy[J]. IEEE transactions on pattern analysis and machine
intelligence, 2018, 41(2): 423-443.Zhang G, Jiang C, Guan Z, et al. Multimodal
entity linking with mixed fusion mechanism[C]//International Conference on
Database Systems for Advanced Applications. Cham: Springer Nature Switzerland,
2023: 607-622.

[225] Sun, F., Huang, X., Zhang, X., & Zhang, Y. (2021). MKGAT: Multimodal
Knowledge Graph Attention Network for Recommendation. Proceedings of the
44th International ACM SIGIR Conference on Research and Development in
Information Retrieval, 125-134.

[226] Li, X., Zhang, Y., Wang, H., & Zhao, D. (2023). Knowledge Graph-
Enhanced Multimodal Transformer for Image-Text Retrieval. IEEE Transactions
on Multimedia, 25, 4042-4055.

[227] Yang, Z., Li, X., Wang, H., et al. (2022). MMH-GNN: Multi-modal Multi-
hop Graph Neural Network for Multi-modal Question Answering. In Proceedings
of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)
(pp- 12345-12354).

143



[228] Chen, M., Liu, Y., Sun, M., et al. (2023). DEVIANT: Dynamic
Programming for Multi-modal Multi-hop Reasoning with Atomic Operations. In
Proceedings of the 61st Annual Meeting of the Association for Computational
Linguistics (ACL) (pp. 5678-5688). Association for Computational Linguistics.
[229] Zhang Y, Zhang R, Gu J, et al. Llavar: Enhanced visual instruction tuning
for text-rich image understanding[J]. arXiv preprint arXiv:2306.17107, 2023.
[230] Muller-Budack, E., Kiesel, J., & Gurevych, 1. (2020). Multimodal fact-
checking of images and text. In Proceedings of the 28th International Conference
on Computational Linguistics (pp. 6469-6483).

[231] Chen, T. -C., Tang, C. -W., & Thomas, C. (2024). MetaSumPerceiver:
Multimodal Multi-Document Evidence Summarization for Fact-Checking. In
Proceedings of the 62nd Annual Meeting of the Association for Computational
Linguistics (ACL 2024) (pp. 1234-1245). Association for Computational
Linguistics.

[232] Papadopoulos S I, Koutlis C, Papadopoulos S, et al. Red-dot: Multimodal
fact-checking via relevant evidence detection[J]. IEEE Transactions on
Computational Social Systems, 2025.

[233] Carreira, J., & Zisserman, A. (2017). Quo vadis, action recognition? A new
model and the Kinetics dataset. In Proceedings of the IEEE conference on computer
vision and pattern recognition (pp. 6299-6308).

[234] Google Research. (2023). Time-Chain: Symbolic temporal reasoning for
multimodal sequences (Technical Report). Google Research.

[235] Xu H, Zhao Y, Zhang J, et al. LOG: A Local-to-Global Optimization
Approach for  Retrieval-based  Explainable Multi-Hop Question
Answering[C]//Proceedings of the 31st International Conference on Computational
Linguistics. 2025: 9085-9095.

[236] Yang Z, Qi P, Zhang S, et al. HotpotQA: A dataset for diverse, explainable
multi-hop question answering[J]. arXiv preprint arXiv:1809.09600, 2018.

144



	前言
	第一章语言智能历史轨迹
	1.1引言
	1.2语言智能的发展阶段划分与核心演进 
	1.2.1早期探索阶段：规则驱动与符号主义（1950s-1990s）
	1.2.2理论奠基与初步尝试（1950s-1970s）
	1.2.3统计方法的初步渗透（1980s-1990s）

	1.3统计学习阶段：特征工程与浅层模型（2000s-2010s 中期）
	1.3.1统计学习模型的广泛应用
	1.3.2语料库建设与评估体系完善

	1.4神经网络崛起阶段：词向量与序列建模（2013-2017）
	1.4.1词向量技术的语义革命
	1.4.2序列建模的技术突破
	1.4.3注意力机制的初步探索

	1.5Transformer 革命阶段：预训练范式与模型规模化（2017-2022）
	1.5.1Transformer 架构的革命性突破
	1.5.2预训练语言模型的双路径发展
	1.5.3预训练技术的持续迭代

	1.6生成式 AI 爆发阶段：大语言模型与生态构建（2022 至今）
	1.6.1ChatGPT 的技术突破与生态影响
	1.6.2全球大模型生态的构建
	1.6.3训练方法学的优化与效率提升

	1.7语言智能的未来
	1.7.1高效训练与推理技术 
	1.7.2可信AI与可解释性技术  
	1.7.3多模态融合与通用智能  
	1.7.4垂直领域的深度适配  

	1.8小结

	第二章语言智能学科建设
	2.1语言智能学科概念的提出
	2.2语言智能概念的基本内涵
	2.2.1狭义理解
	2.2.2广义理解

	2.3语言智能学科概念提出的意义
	2.3.1语言智能研究的历史
	2.3.2语言智能学科概念提出的价值与意义

	2.4语言智能学科框架
	2.4.1研究对象
	2.4.2研究内容与范围
	2.4.3研究方法
	2.4.4学科性质与定位

	2.5语言智能学科建设现状
	2.5.1总体概况
	2.5.2建设案例
	2.5.3问题与挑战
	2.5.4不足与未来发展

	2.6语言智能与外语学科智能化转型
	2.7语言智能研究的新动向
	2.7.1语言人文基因计算
	2.7.2语言产业
	2.7.3语言智能治理


	第三章语言智能技术概述
	3.1基础支撑技术
	3.1.1自然语言理解
	3.1.2语音信号处理
	3.1.3图像视觉处理
	3.1.4词向量技术
	3.1.5预训练语言模型
	3.1.6大语言模型

	3.2语言智能应用技术
	3.2.1机器翻译
	3.2.2智能问答
	3.2.3对话系统
	3.2.4文本分类
	3.2.5主题建模
	3.2.6阅读理解
	3.2.7多模态理解与生成


	第四章语言智能应用
	4.1语言能力评价
	4.1.1作文批改
	4.1.2儿童语言能力评价

	4.2东南亚低资源语言机器翻译技术
	4.2.1东南亚低资源语言机器翻译概述
	4.2.2东南亚低资源语言神经机器翻译技术
	4.2.3东南亚低资源语言大模型机器翻译技术
	4.2.4东南亚低资源语言语音翻译技术
	4.2.5小结

	4.3负面情感分析技术
	4.3.1负面情感分析概述
	4.3.2负面情感分析技术
	4.3.3总结与展望

	4.4面向多模态语义关联的语言智能
	4.4.1多模态知识图谱构建
	4.4.2多模态多跳推理问答
	4.4.3小结


	第五章 总结与展望



