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生成式AI的发展速度远超科技史上任何变革性技术

l

全球各类消费级应用增长1亿用户所用时间

ChatGPT 2个月

Instagram 2.5年

Twitter 5年

TikTok 9个月

75年电话

16年手机

Facebook 4.5年

网页 7年

App store 2年

DeepSeek7天完成了1亿用户的增长，
是史上增长最快的消费级应用

生成式AI进入大众市场的速度远超PC和互联网

• 个人电脑在进入大众市场3年

后的采用率为20%

• 互联网的大众采纳率在2年后

达到20%

• 生成式AI的采用率在2年内达

到近40%，远超个人电脑和互

联网

生成式AI应用的用户规模迎来了爆发式增长

• ChatGPT的用户规模从15万

（2022年）飙升至1.8亿

（2024年），2年内翻1000倍

• 在美国，53%用户已使用过

ChatGPT，24%的用户已使用

过Google Gemini

数据来源：SimilarWeb、World of Engineering、美国National National Bureau of Economic Research (NBER)、AI产品
榜

DeepSeek 7天
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大模型在自然语言理解、模态丰富度、复杂推理等多维度能力显著提升

大规模多任务语言理解能力已接近人类专家水平 上下文长度不断突破，记忆力增强

• OpenAI的大模型在不到4

年内，通用能力提升至人

类专家水平90%以上(o1)

• 智谱大模型通用能力评测

在1年内从45提高到86，

达到o1的95%

Gemini 1.5 Pro支持
100万token上下文

智谱GLM-4-Long
支持高达1M（约150-
200万字）上下文长度

单一模态到多模态，从文本理解到物理世界互动

语言模型
仅支持文字对话

文生图/视频模型
支持通过文字生成图片
和视频

多模态理解模型
支持语音及视频通话，
能够感知人类情绪状态

Gemini 1.0 Pro GPT-4 Turbo Claude 2.1 Gemini 1.5 Pro GLM-4-Long

Up to

10M
in research

1 hour video

> 30K lines of code

11 hours audio

> 700K words

128K 200K 1M 1M32K

复杂推理能力超越大部分人类水平
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从GPT-4o到o3，大模型在数学、代码、专业科研等场景的复杂推理能力，在半年左右实现

质的飞跃，超越大部分人类水平。
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DeepSeek现象级爆发

通过一系列算法和工程创新，大幅
降低了模型训练和推理成本，并在
基座模型和推理模型的性能上追赶
国际一流水平。

技术上大幅缩减了开源模型和闭源
模型的差距，加速技术迭代；应用
上有助于推动 AI 应用的爆发，加
速了大模型的渗透。

DeepSeek-V3发布时间：2024年12月26日

DeepSeek-R1发布时间：2025年1月20日

l

成本突破，动摇大模型“狂卷算力模式”

DeepSeek-V3

「强化学习」驱动模型推理能力提升，性能比肩 
OpenAI o1 正式版

DeepSeek-R1

MoE架构
创新

与传统MoE架构不同，DeepSeekMoE使用了
更细粒度的专家，并将部分专家设为共享专
家，使模型能够更高效地处理复杂任务

MLA机制

FP8混合精度
训练

创新MLA （多头潜在注意力）机制，显著降低
了推理过程中的KV缓存（相比标准MHA减少
93.3%），从而降低内存消耗，并保持性能。

原生支持FP8混合精度训练框架，与传统的
FP16或FP32相比，显著减少了GPU内存的使
用和计算开销，从而降低了训练成本。

成本：DeepSeek-V3的训练费用为557.6万美元，
远低于行业平均水平。
性能：DeepSeek-V3 在性能上比肩GPT-4o 以及 
Claude-3.5-Sonnet 不分伯仲。

首次验证了纯强化学习方法增强模型推理能力的可行
性。无需大量标注数据意味着更低的训练成本。

证实了知识蒸馏能够高效低成本地提升小模型推理能力。

强化

泛化
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趋势一：推理模型的出现为大模型带来更强大的推理能力

推理模型爆发式增长

“我认为，推理能力能实现许多我们多年来一直想要实现的愿望，希望它能

开辟新的可能性，比如让模型能在新科学领域做出贡献，或者协助编写更复

杂的代码。我相信，这将极大地推动各种事物的发展。“

—— Sam Altman, OpenAI CEO

推动大模型向决策场景更进一步

模拟人类思考方式，让决策更聪明、更周全

传统大语言模型

VS

推理模型

“快思考”

对海量数据进行学习，实现对后
续空白内容的快速预测，回答人

类提出的各类问题

“慢思考”

更具备意识和逻辑，会在回答之前
对问题进行深入分析、研判，依据
特定思维链条，提供更全面解答

2024 Q3 2024 Q4 2025 1-2月

OpenAI o1 preview

GLM Zero Preview

OpenAI o3

Gemini 2.0 Flash Thinking

QwQ-32B-Preview

DeepSeek R1 Lite Preview

Grok 3

OpenThinker-32B

OpenAI o3-mini

Kimi k1.5

DeepSeek R1

阶跃星辰Step Reasoner 
mini

讯飞星火X1

Model n in 1 person Top % (approx.) z - score 
(approx.) Estimated IQ

gpt4o 1 in 6 people 16.7% 0.97 115

o1 preview 1 in 16 people 6.25% 1.54 123

o1 1 in 93 people 1.075% 2.30 135

o1 pro 1 in 200 people 0.50% 2.58 139

o3 mini 1 in 333 people 0.30% 2.75 141

o3 1 in 13,333 
people 0.0075% 3.78 157

Intelligence Conversion Table (Based on Codeforces Rating)

智能反洗钱

新型反欺诈识别

企业风险评估预警

供应链风险评估

财务对账与分析

电力负荷预测

电力价格预测

电力交易策略优化

研发设计

智能排产

生产工艺自适应

智能客户洞察

智能调度

产品研发

智能诊疗

患者风险预测

疾病预测

医疗零售制造能源金融

全球推理模型发布情况

基于编程竞赛
Codeforces排名评分，
GPT-o3智商157，相当于
每13333人中有一人达到
该智商，远高于GPT-4o的
智商115
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趋势二：智能体迎来大规模爆发

感知 推理 行动

2025年1月23日，OpenAI正式发布其首款 AI 智能体 Operator，能够像

人类一样通过视觉理解和操作计算机界面，使用鼠标、键盘执行任务

“Operator 是我们进入 Level 3 智能体的开端。它不仅标志着 OpenAI 技

术方向的飞跃，也是我们实现 AGI 愿景的重要一步。”

——Sam Altman, OpenAI CEO

自主运行在电脑上 编写、编译代码 验证工作成果

通过Slack
和同事沟通

在Google 
Docs上协作

定期向用户
汇报进度

办公室的“全能助手”

OpenAI

Anthropic计划在2025年推出一款名为“Virtual Collaborator”的

AI智能体

“我们将在未来几年内接近实现功能强大、甚至可能达到人类水平的AI系

统。虽然还存在不确定性，但是从过去6个月的发展来看，这种不确定性

已经大大降低。”

——Dario Amodei, Anthropic CEO

Anthropic

示例1：预定晚餐 示例2：购物平台下单
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l

在一项Anthropic调研中显示

趋势三：编程是AI应用最多的领域，IT相关职位将迎来革新

AI的增强模式是在“扩饭碗”：57%的任务是“增强型”
（augmentation)，比如AI帮你验证工作、学习新技能、
头脑风暴；43%的任务是“自动化”（automation)，比
如让AI直接写个文档、格式化文件

Source: The Anthropic Economic Index

   1. 将来会有更多而不是更少的工程师

“外面有很大的对工程的需求，而很多这样的问题可以用代码解决，所以我认为如果把每个开发者的能力用AI成倍增

加，将来会需要更多而不是更少的开发者。对于工程而言，决定要做什么，解决什么问题永远是最核心的，而代码工

具可以帮工程师去执行，让工程师更聚焦于高价值问题上。”

—— Michael Truell, Anysphere CEO

   2. 软件工程师角色将会改变

“五年或十年后的软件工程师的角色会看起来有点像今天的技术架构师和产品经理的混合。你所做的会是面对你或你

的业务的问题，并且思考然后分解解决方案应该是什么。”

—— Michael Truell, Anysphere CEO

   3. 编写评估标准将成为产品经理的一项核心技能
“到了 2024-2025 年，构建 AI 驱动功能的产品经理的工作越来越像负责产品界面的产品经理和 API 产品经理。比如

我们最近发布了代码分析功能，现在 Claude 可以分析 CSV 文件并为你生成代码。产品经理可能完成了 80% 的工

作，然后不得不把项目交给那些懂得如何编写评估标准、进行模型微调和优化提示词的产品经理。我们发现这其实就是

同一个角色，因为你的功能质量现在完全取决于你在评估和提示方面的水平。所以产品经理这个角色的定义正在发生融

合。”

—— Mike Kreiger, Anthropic CPO
“OpenAI专门设置了一个训练营，让每个产品经理都学习如何编写评估标准，理解好的和差的评估之间的区别。当然

我们还在不断完善这个过程，需要持续迭代和改进，但这确实是开发优质 AI 产品的关键所在。”

—— Kevin Weil, OpenAI CPO

AI使用最多的领域是“计算机和数学”相关，占比
37.2%，主要是改代码、修bug、搞网络排障等场景
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定义AGI目标：AI能力分级

Open AI

我们的思考

Level 1.

有语言能力的AI

AI学会使用语言,

在大多数自然语言任务

上突破图灵测试

Level 2.

人类水准的问题求解
能力AI

AI学会求解问题,

涌现世界知识和类人的

复杂逻辑推理能力,在问

题求解方面突破图灵测

试

Level 3.

使用工具系统可以执

行动作AI

AI学会使用工具,

利用工具完成多数人类

物理世界问题,在工具使

用方面突破图灵测试

Level 4.

AI将能自己发明创新
AI

AI通过自我学习,

实现GPT到GPT-ZERO

的升级,具备自我批判、

自我改进以及自我反思

能力

Level 5.

AI可以融入组织或者

自成组织

AI能力全面超越人类,具

备探究科学规

律、世界起源等终极问

题的能力
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智谱的 AGI 之路：专注大模型研究，持续高速迭代

L2 逻辑推理能力
多模态能力

完成度 60%

L5 探究科学规律
即将启程

L3 工具能力
完成度 30%

L4 自我学习
即将启程

L1 语言能力
完成度 80%

GLM-4-VideoCall
GLM-4-Voice

GPT-3.5

GLM-4-Plus 
GPT-4 

CogView 2 

DALL·E 2 
CogView-3-Plus

o1-preview

GPTs GLM-4-ALLTOOLS

AutoGLM

GLM-OS

GLM-ZERO

2021

6月 11月 1月 8月

GLM-3 

CogView

3月

2022

3月

2023

11月

2024

10月5月

GPT-4o

CogVideoX

Claude Computer Use

GLM-4

GLM-4V-Plus

？

CogAgent GLM-PC
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Foundation Model

Algo

AI 2.0

Transformer

Model Model

Algo

Model

AI 1.0

Task

Model

DataSet

Algo

Model

Algo

Model

Algo

Model

AI 0.5

Neural Network
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模型矩阵全面覆盖文本、代码、多模态等，横跨云侧和端侧

理解 + 生成模型 生成模型 自主智能体理解模型

语言大模型 代码大模型 多模态大模型 超拟人大模型 自主智能体

从端侧小模型到经济型模型，再到千亿参数
旗舰大模型，提供丰富的语言模型矩阵，满
足用户在成本、应用场景等多维度的需求；
最新旗舰模型GLM-4-Plus 性能媲美国际顶
尖模型

GLM-4-
Flash

免费调用

GLM-Edge-
1.5B-Chat

端侧模型

GLM-4-Air-
0111

经济

GLM-Edge-
4B-Chat

端侧模型

GLM-4-
Plus

最新旗舰

GLM-4-9B

最新开源

支持 300+ 编
程语言，每天帮
程序员编写 1亿
行代码

CodeGeeX4-
ALL-9B

最新开源

CodeGeeX4

最新升级

经过大规模预训练，能够够准确理解图片、视频等多模态内
容，进行深度推理；生成高质量的图片、视频和音频素材；并
支持视频通话、情感语音等跨模态实时互动

GLM-4V-Plus

云侧多模态理解

CogView-4

图像生成

情感语音

具有立体化人格， 
支持情感共情、 
超长记忆、基于 
人设的角色扮演

CharGLM-4

角色扮演

Emohaa

心理陪伴

像人类一样感知
环境、规划动
作、 并在手机和
电脑上执行复杂
任务

CogAgent

GUI Agent

AutoGLM

手机/网页操作助手

CogVideoX-2

视频生成

GLM-Edge-V-5B

端侧多模态理解

GLM-Edge-V-2B

端侧多模态理解

CogSound

音效生成

GLM-4V-Flash

免费云侧多模态理解

CogView-3 -Flash

免费图像生成

CogVideoX -Flash

免费视频生成

GLM-Zero 
Preview

推理模型 

GLM-4-Voice

视频通话

GLM-4-Plus-
VideoCall

情感语音

实时视频

GLM-Realtime

GLM-PC

电脑操作助手
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多模态生成模型

视频生成模型应用文生视频

输入：

动画场景，展示一个粉色的毛

绒绒的小怪物划船，3d风格，

需要注重画面的细节，小怪物

的神情充满喜悦，表现出顽皮

天真的样子。温暖的颜色和氛

围的灯光。

输入：小丑鱼围绕着珊瑚游荡，水里面的气泡向上浮动，水下摇晃的镜头

图生视频
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GLM-4V-Plus：国内首个通用视频理解模型 API，再次升级

全新升级

具备视频总结 + 视频修改 + 推理能力 + 多轮对话 + 时间问答能力，能够理解并分析复杂的视频内容，同时
具备时间感知能力

图像理解与推理

输入

非结构化   
信息提取

患者病例

图像理解与
情绪识别

输入

输入

图像推理

图中有几种动物，总
共数量是多少？

输入

图像分类   
与判别

图中有几个坏果？

输出
患者基本资料
姓名：XX；年龄：53岁；性别：男
病史
起病时间：2014年
主诉：确诊多发性骨髓瘤7年
就诊时间：2021年12月24日
药物治疗方案：VCD方案

照片中的人是一位女性，她的眼睛看向自己的右手
边（从照片的角度来看），脸上带着微笑，看起来
很放松和愉悦。她的头发是棕色的，部分头发被扎
了起来。她穿着黑色的上衣，耳朵上戴着一个小巧
的耳环。整体上，她给人一种亲切、自然的感觉。

输出

图中有4种动物，分别是兔子、熊、鹿和象，其中兔

子2只，其他动物各1只，所以总共数量是5只。

可通过鼻子推理有大象

输出

图中有3个坏果。

坏果通常是指水果在采摘、运输或储存过程中受到

损伤或者因为病害等原因导致品质下降的水果。这

些坏果可能会影响其他好果的品质，因此需要及时

进行分拣和处理。

输出

视频理解与感知

GLM-4V-Plus 能对视频特定时刻的画面进行问答，总结视
频精彩时刻

这个视频的精彩时刻发生在第4秒，当时穿绿色衣服的球员跳
起并将球投入篮筐。

在整个视频中，穿绿色衣服的球员在场上运球，然后跳起将球
投入篮筐。

这个穿绿色衣服的球员在整个视频都做了什么？

这个视频的精彩时刻是什么？发生在第几秒？

全新升级，性能表现显著
提升的同时计算成本更低

支持变分辨率输入

适应不同尺寸图像，更好应
对多场景任务

小图场景消耗显著降低，节
省用户计算成本

更低Tokens消耗

支持超高清输出

支持4K超清、极致长宽比图
像，满足高标准创作需求
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端侧模型GLM-Edge为AI原生设备而生

端侧语言模型

端侧多模态理解

     

GLM-Edge-
4B-Chat

端侧语言模型

最 高 解 码 速 度

24tokens/s

最 快 首 响 时 间

0.17S

     

GLM-Edge-
1.5B-Chat

端侧语言模型

最 高 解 码 速 度

65 tokens/s

最 快 首 响 时 间

0.07S

     

GLM-Edge-V-
5B

端侧多模态理解

最 高 解 码 速 度

24tokens/s

最 快 首 响 时 间

2.00S

     

GLM-Edge-V-
2B

端侧多模态理解

最 高 解 码 速 度

70 tokens/s

最 快 首 响 时 间

1.50S

端侧模型小巧而强大 端云同源的协同架构 智谱 x 高通骁龙8至尊版移动平台

自动获取目的地信息并导航

画作鉴赏与推荐

统一知识库、统一记忆、统一自我认知、统一调度、统一安全策略

端
侧
模
型
仓
库

云
侧
模
型
仓
库

端云协同中台

端侧记忆

端侧RAG

端侧安全模块

端侧同步模块

云侧记忆

云侧RAG

云侧安全模块

云侧同步模块

意图识别

会话管理

调度模块

同步模块

原厂应用 第三方应用
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         教育场景

GLM-4-Plus-VideoCall：国内首个视频通话 API 

GLM-4-Plus-VideoCall 具备跨文本、音频和视频等多模态内容理解和实时推理能力，支持流畅视频通话，即使用户频繁打断也能迅速反应。
适合教育培训、办公、文旅、智能硬件及具身智能等多类场景

         生活场景

 识别并理解企业工作环境，准确判断业务类型

 深度解析工作内容，提供专业解答与指导

 智能识别与理解试题，解释相关知识点

 互动提问，实现多轮全面精准解答

 智能识别日常用品，快速提供品牌、产品等信息

 针对用户问题，提供清晰的分步操作指引

         办公场景
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GLM-Realtime：首个具备清唱能力的端到端实时视频通话模型

支持Function Call 功能实时视频&语音能力

全新发布的端到端模型GLM-Realtime，实现了低延迟的视频理解与语音交互；该模型融入了清唱功能，并支持长达2分钟的记忆
及Function Call功能

• 不仅能够依靠自身的知识和能力，还能灵活调用外部知识和工具• 让用户体验到近乎实时的智能助手交互
• 在语音交互方面，创新性地实现了清唱功能，让大模型首次

具备在对话中的歌唱能力

清唱功能

前所未有的趣味性

低延迟交互

近乎实时的交流体验

Function call

更广阔的应用前景

长记忆

更拟人，更懂你
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自主智能体：模拟人在手机、浏览器和电脑上执行复杂任务

模型能力

AutoGLM 可以完成人类在电子设

备上可以做的任何事，它不受限于简

单的任务场景或 API 调用，也不需

要用户手动搭建复杂繁琐的工作流。

• 触控执行

解放双手，更加便捷地与设备互动

• 内容理解

高效从大量数据中提取关键信息，提高效

率

• 内容生成

创意无限，快速生成高质量内容

Web Use

Phone Use

Computer Use

视觉信息问答视觉代理（Agent）

视觉信息Grounding

智能手机代理

电脑代理

世界知识

图表问答

富文本图像问答

逻辑问答
（数学、代码）

CogAgent专门用于图形用户

界面GUI的理解和规划，泛化能

力强，可以“像人一样”自主规

划和执行各种复杂跨模态任务。
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智谱新一代 MaaS 平台，助力企业轻松打造专属模型和应用

      一键微调，打造私有模型     零代码开发智能体应用

集成了最新的全系列模型矩阵，企业可使用私有数据，在创建微
调任务，训练、部署三个步骤后使用企业私有模型

按照模板收集并准备数据，

导入数据集中以训练模型

Step 1  准备训练数据

可选择 LoRA 和全参数微

调方式，支持训练轮数、

最大文本长度等参数配置

Step 2  创建微调任务

LoRA 微调模型可直接调

用，全参微调模型将部署

到私有云服务器

Step 3  部署微调模型

                 智能体开发平台提供Agents、Workflow、知识管
理、批量效果调优等能力，让企业零代码快速构建高效的AI应用

提供丰富的通用智能体模

版，选择业务对应模版，

一键复制使用

Step 1  模版创建

提示词智能优化，直接使

用结构化的提示词或基于

优化后的提示词修改

Step 2  智能生成提示词

页面配置简单可控，一键

生成应用引导内容

Step 3  可视化配置

+
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燃气行业大模型应用全景图

模型
基座

产品
能力

场景
应用

知识库

企业知识  

FAQ 文档

平台数据 

行业通用知识

ChatBI

NL2SQL

数据可视化

任务式对话

Agent

Function call

对话分析

文本小结

标签提取

对话控制

对话流

任务编排

下游：分销与用户服务

​异常用气行为检测

客户画像与个性化服务

智能合同/文档审核

员工培训助手

经营管理

内部知识问答

ChatBI数据分析

智能客服 纸质单据识别

IT运维助手

上游：勘探与生产

历史数据检索

勘探报告生成

安全生产监管

服务对象 生产人员 运维安全人员 居民用户运营人员售后人员

AI质检与作业规范

设备运维助手

输配路径优化

中游：储运与管网

管理人员

GLM-4-Plus GLM-4V Text - EmbeddingCodeGeeX-4
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智能客服：更高效、更满意、更低成本

    用气安全紧急咨询

图像理解与判别

工单自动派单

灶火突然变红，有焦糊味，是不是漏

气了？

AI
助手

检测到火焰异常，可能存在燃烧不充

分或燃气泄漏风险！请立即关闭阀

门、开窗通风，勿触碰电器。已为您

联系最近的维修人员，15分钟内上

门。请保持电话畅通

工单生成，推送维修人员

      燃气费用查询与账单解析

AI
助手

我刚收到燃气账单，显示本月费用比

上个月多了50元，能帮我查一下具体

用气量和单价吗

好的，正在为您查询。根据您的户号

XXXX，本月用气量为25立方米，单

价为3.2元/立方米，总费用80元。上

月用气量20立方米，费用64元。本

月气温较低可能导致用气量增加。您

可通过‘账单详情’查看每日用气曲线

图

信息查询

信息提取 数据库关联

图表生成数据解析

    投诉处理与情绪安抚

AI
助手

你们维修师傅迟到两小时！耽误我工

作，必须给个说法！

工单调取

非常抱歉给您带来不便！已查询到您

的工单号XXXX，原定14:00上门，因

突发抢修任务延误。我们已优先安排

另一位师傅预计16:10到达，并补偿您

50元燃气券。您看这样可以吗？

AI
助手

感谢您的理解！补偿券已发放至账

户，可随时查看。后续将优化调度系

统，避免类似问题

行吧，尽快解决

情绪感知 动态决策支持

调度系统联动工单调取

     业务办理流程咨询

AI
助手

燃气报装需提供房产证、身份证及开

户申请表。您可通过‘在线报装’上传

材料，工作人员将在24小时内预约上

门勘测。开通后3个工作日内完成安

装。点击链接直接跳转办理页面

AI
助手

已发送《燃气开户申请表》至您的注

册邮箱，并附填写指南。

申请表在哪里下载？

新房需要开通燃气，需要哪些材料？

流程多久

深层意图理解

多模态交互

知识库检索

24小时在线快速响应用户的咨询和投诉。无论是关于燃气费用查询、业务办理流程，还是用气安全知识等问题，智能客服都能准确理
解用户意图，并提供及时、准确的回答。
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经营管理：燃气知识管理

场景挑战

燃气企业大量高价值的经验和知识

分散在各类文档或系统中，无法及

时反馈生产环节，企业知识资产缺

乏有效沉淀，知识存而不用

燃气业人才流动率提升，“老带

新”的知识传承和培训方式成本

高、周期长，且企业经验知识随人

员流失而流失，无法形成资产

传统知识库建设运营成本高，用户

使用体验差，不利于知识价值释放

业务价值

基于大模型的燃气知识管理解决方案，助力制造企业有效沉淀企业知识资产，并更好地用知识赋能一线员工，转化为生产力。

问答 搜索 推荐 生成

GLM大模型

知识赋能

知识上传 知识构建 知识运营知识管理

知识存储形式 典型知识内容

FAQ问答对 部门员工积累的常见问题

知识图谱 燃气管道与调压站、设备与维护工单的关
系等

非结构文档 操作手册、流程规范、国家/行业标准、
事件报告等

二维表知识 用户信息表、设备参数表、巡检记录表等

数据库 燃气管网拓扑结构、管网监测数据等

API接口 ERP/OA等业务系统

生产制造知识库大模型

＋

有效沉淀企业知识资产，并转化

为生产力

加速新员工培训周期，提升员工

各环节工作效率

释放资深经验员工的精力，投入

到更高价值的工作中
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知识管理示例：知识问答
对比基于传统NLP的解决方案，基于大模型的知识库问答在用户体验和运营成本上都具备显著优势。

工艺

设备

规范

行业标准

……

材料

问题分类

关键词提取

关键词扩展

问题检索

• 互动性差

• 成本高、维护难
传统知识库

文本表示

实体发现

关系挖掘

属性提炼

...

信息抽取

知识过滤

实体连接

本体构建

...

网络结构

框架构建

数据训练

参数调优

...

知识切片

Prompt

知识检索

ChatGLM

Embedding

意图理解 答案推理

• 准确、生动拟人

• 运营成本低
基于大模型的知识库

用户

大模型

多
轮
对
话

拟
人
问
答

传统NLP

精
准
提
问

呆
板
回
答
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设备运维助手

场景挑战

设备维修依赖经验：故障维修比

较依赖工程师的经验，人才培养

成本高

预测性养护难以实现：故障诊断

相关知识重用率低，难以实现预

测性养护

知识沉淀不够有效：故障记录文

本数据庞大且格式不统一，难以

进行有效利用

业务价值

• 设备维修SOP生成：基于设备知识库，结合大模型的语义理解和生成能力，维修工程师能够通过自然语言交互的方式获取设备故障维修SOP建议。

• 设备预测性养护报告生成：大模型可以根据设备运行数据自动生成预测性养护报告，及时监测设备运行状态、输出保养建议。

提高维修效率：辅助维修工程师

快速处置设备故障，提升故障处

理的效率和准确性

降低运维成本：自动化监控和报

告生成，减少对人力资源的依

赖，降低运维成本

延长设备寿命：及时识别异常趋

势，减少潜在故障

大模型+设备知识库

发现设备故障

设备故障维修
SOP

自然语
言描述

回答

设备运行数据

输入

设备预测性养护
报告

了解设备状况

检查维护

生成
反馈

生成

• 设备物料清单
• 设备维护手册

• FA记录
• ……
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安全生产监管

场景挑战

传统安全管理依赖人工巡检和监

控，效率低下，难以及时发现和

处理违规行为和安全隐患

企业安全管理常常面临人手不足

的问题，导致无法对所有关键区

域和时段进行充分监管

传统 CV 小模型泛化能力弱，训

练成本高，难以识别 Corner 

Case，易出现漏报

多模态大模型可以和传统CV小模型结合，更好地理解安全监控画面进行综合研判，识别小模型不易发现的的安全隐患和违规操作行为，并自动生成告警通知。

业务价值

降低安全风险：及时发现安全隐

患，及时通知安全管理人员进行

处置，从而降低安全风险

降低监管成本：大模型自动识别

和告警有效减少对人力资源的依

赖，且模型泛化能力强，降低监

管成本

• 对视频数据进行清洗、格式
转换等预处理操作

数据采集

数据处理

CV小模型

• 摄像机
• 视频监控平台

安全告警通知书

特定行为识别，如安全

帽佩戴、火灾等

• 根据识别出的安全风险，自

动生成安全告警通知书，及

时处理

多模态大模型

安全风险识别

• 大场景安全风险综合研判识

别

• 边缘场景安全风险识别
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新能力

=

基座模型

+

组织 数据资产 业务场景

+ +

大模型时代，企业如何构建自己的竞争力?燃
气
创
新
论
坛



北京市海淀区中关村东路1号院9号楼10层
版权所有© 北京智谱华章科技有限公司 2024

No.1 ZHONGGUANCUN EAST ROAD, HAIDIAN DISTRICT, BEIJING

让 机 器 像 人 一 样 思 考

联系我们：400-6883-991

燃
气
创
新
论
坛




